By looking at co-occurring symptoms and their relationships, instead of trying to find a common underlying cause, the network perspective also acknowledges that diagnostic boundaries are not always clear and that behavioral symptoms commonly co-occur. Hereby the approach gives place to a trans-diagnostic and more dimensional perspective, instead of the purely categorical approach. Moreover, applying a network approach to neurodevelopmental disorders not only challenges current reductionist approaches, but at the same time also offers a research strategy that does not deny the reality of the lived experience. For example, the network approach incorporates cultural and environmental contexts. Indeed, when we look at the conceptualization of autism through history, a shift can be noted of the behaviors that are considered “autistic,” and this probably also differs in different cultural contexts (Kim 2012). Also, new approaches such as enactivism and discoveries regarding epigenetics suggest that a conception of neurodevelopmental disorders as challenges that can be attributed solely to a malfunctioning in the individual is wrong because they also depend on their cultural and environmental context (De Jaegher 2013). The network approach also stresses the importance of intentional information – information about mental states – as conveyed by those with the disorder. This leads to a better Verstehen of what it means to have the disorder. Especially in specific types of research into the origins of neurodevelopmental disorders, the latter has been completely ignored. One only needs to look at the many mouse models for ASD or ADHD for examples of how the actual meaning of experience has often been neglected in favor of reductionist and mechanistic explanations.

We also pinpoint a challenge that may hamper a successful implementation of a network approach to the neurodevelopmental disorders: The symptoms that are historically associated with these disorders, and that are used as diagnostic criteria, may not fully grasp what is to be considered ASD or ADHD. In a network approach, symptoms do not co-occur because they are symptoms of a common underlying disorder, but because they directly influence each other. As an illustration, for ASD, one could say that the preference for repetitive behavior influences social interaction, and vice versa. Or for ADHD, being inattentive and being hyperactive may influence each another without being caused by one underlying condition that is ADHD. Although similar problems exist for mood disorders such as depression, especially with regard to neurodevelopmental disorders, the network approach will have to deal with a certain circularity: “I am hyperactive; therefore, I get a diagnosis of ADHD”; “I have ADHD; therefore, I am hyperactive.” This circularity suggests that, for many people diagnosed with a neurodevelopmental disorder, the symptoms used for diagnosis do not completely grasp or coincide with what they experience as being at the core of their disorder, and this mismatch or gap may be larger in neurodevelopmental disorders than in other mental disorders. Indeed, especially in the case of ASD, it will be difficult to relate different symptoms with one another without committing to an explanatory theory. Such theory may in itself be too reductionist or not reflect the experience of those diagnosed. For example, can we consider social challenges and challenges with regard to information processing as separate nodes in the network that influence each other? Or, do we regard social challenges as a result of challenges in information processing, or vice versa? Depending on the explanatory model that is taken as a basis, the network will look entirely different. In trying to approach neurodevelopmental disorders as networks of symptoms, perhaps such disorders will turn out to be too heterogeneous even to be captured in this way.
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Abstract

Borsboom et al. confuse biological approaches with extreme biological reductionism and common-cause models of psychopathology. In muddling these concepts, they mistakenly throw the baby out with the bathwater. Here, we highlight recent work underscoring the unique value of clinical and translational neuroscience approaches for understanding the nature and origins of psychopathology and for developing improved intervention strategies.

Borsboom et al. confute biological approaches to psychopathology with extreme biological reductionism and common-cause models of psychiatric illness. In fusing these three distinct ideas, Borsboom et al. use evidence against extreme reductionism and common causes to dismiss clinical and translational neuroscience – effectively throwing the baby out with the bathwater. But like the paper-and-pencil approaches favored by Borsboom et al., biological approaches do not necessitate either extreme reductionism or singular causes. And
while mental illness is undeniably based in brains and genes (Geschwind & Flint 2015; Turkheimer 1998), we agree with Borsboom et al. that biological interventions are not the only or even the best way of tackling every mental illness (Kendler 2012b; Lilienfeld 2014; Miller 2010). We also agree that psychopathy reflects the interaction of multiple contexts and causes – from molecular pathways to culture – with their relative importance varying across individuals, development, sexes, and disorders (Birnbaum & Weinberger 2017; Kendler 2012b; Shackman & Fox 2018).

The network framework championed by Borsboom et al. describes patterns among symptoms, but it fails to provide a deeper explanation – biological, cognitive, or computational – for where those patterns come from. With respect to risk and etiology, it focuses on symptoms, environmental factors (e.g., stress), and the connection strengths (covariance) among them. Although this framework can provide important new insights, it cannot explain why some individuals and their biological relatives are predisposed to experience specific symptoms in maladaptive ways or how environmental factors interact with particular symptoms to produce psychopathology. In contrast, biological approaches are beginning to do just that. For example:

1. Anxiety patients and individuals at risk for developing anxiety disorders show increased reactivity (Fox & Shackman, in press; Fox et al. 2015; Shackman et al. 2016b) and aberrant functional connectivity in the extended amygdala (Birn et al. 2014).
2. Like the anxiety disorders, extended amygdala function is heritable (Fox et al. 2015; 2018), associated with specific molecular pathways (Fox et al. 2012; Roseboom et al. 2014), and amplified by stress (Shackman et al. 2016b).
3. Heightened amygdala reactivity confers risk for the development of future internalizing symptoms, particularly among those exposed to stress (Shackman et al. 2016b).
4. Amygdala reactivity is amplified by exposure to the same kinds of stressors and psychological pathogens that can precipitate acute psychopathology (Shackman et al. 2016a; Shackman et al. 2016b).
5. Anxiolytics transiently dampen amygdala reactivity (e.g., Del-Ben et al. 2012) and amygdala damage markedly reduces signs and symptoms of fear and anxiety in humans, monkeys, and rodents (Feinstein et al. 2011; Oler et al. 2016).
6. Stimulation of the extended amygdala elicits subjective feelings of fear and anxiety in humans (Inman et al., in press) and heightened defensive responses to threat in monkeys (Kalin et al. 2016).

These observations motivate the hypothesis that circuits centered on the extended amygdala causally contribute to the development of maladaptive anxiety (Shackman et al. 2016a). Such observations are hardly limited to the amygdala and anxiety. Other work highlights the importance of ventral striatal circuits to anhedonia (Bewernick et al. 2012; Greer et al. 2014; Nugent et al. 2014; Pizzagalli 2014; Schlaepfer et al. 2008; Stringaris et al. 2015).

In rejecting common-cause models, Borsboom et al. neglect evidence that uncorrelated and dissimilar disease phenotypes can reflect common substrates (Kotov et al. 2017; Zhu et al. 2014), a pattern not readily explained by symptom-network models. Individual differences in amygdala metabolism, for example, are associated with both neuroendocrine and behavioral signs of anxiety – two phenotypes that are only weakly correlated with one another (Shackman et al. 2013). Likewise, lesions and other perturbations of the amygdala produce coherent changes in a range of disease-relevant phenotypes – neuroendocrine activity, passive avoidance, vigilance, and anxious feelings – suggesting that the amygdala-centered circuits represent a common cause (but likely not the only one) for some (but certainly not all) key features of pathological anxiety (Feinstein et al. 2011; Fox & Shackman, in press; Oler et al. 2016).

Mental illness imposes a staggering burden on global public health, and there is an urgent need to develop better treatments (Global Burden of Disease Collaborators 2016; U.S. Burden of Disease Collaborators 2018). Symptom-network treatment approaches represent, at best, incremental improvements over current clinical practice. Many, perhaps even most clinicians already focus more on symptoms and their interconnections than on DSM diagnoses and their myriad specifications (e.g., Waszczuk et al. 2017). In contrast to symptom-network approaches, recent biological research highlights the possibility of developing completely novel interventions, reducing heterogeneity in clinical trials, more efficiently matching patients to treatments (“stratified medicine”), and more accurately predicting clinical course (Drysdale et al. 2017; Koutsouleri et al. 2018; Woo et al. 2017). Ongoing genomics research represents one of the few feasible paths to identifying and prioritizing new molecular targets, a prerequisite for developing improved drugs (Evangelou et al. 2018; Gandal et al. 2016; Pankevich et al. 2014). In short, biological approaches afford opportunities for improving the lives of patients that go beyond those afforded by symptom-centric frameworks.

So where do we go from here? Borsboom et al. remind us that clinical and translational neuroscience has historically been over-sold and under-delivered. (For a related perspective, see Gordon & Redish 2016.) Billions of dollars have failed to uncover new assays or cures (Shackman & Fox 2018). Although Borsboom et al. tell us that this reflects the futility of biological reductionism, a growing number of neuroscientists – including the architects of the National Institute of Mental Health Research Domain Criteria (RDoC) – have concluded that past underperformance reflects limitations of DSM diagnoses, rather than any intrinsic limitation of biological approaches (Gordon & Redish 2016; Kozak & Cuthbert 2016). Categorical diagnoses pose several critical barriers to discovering the nature and origins of psychopathology, including rampant co-morbidity, low symptom specificity, marked disorder heterogeneity, and poor reliability (Conway et al. 2018; Fried & Nesse 2015; Galatzer-Levy & Bryant 2013; Hasin et al. 2015; Kessler et al. 2005; Oler et al. 2014; Regier et al. 2013; Watson & Stasik 2014). Addressing these problems requires that we focus on understanding the computational, cognitive, and biological bases of circumscribed symptoms or symptom clusters (e.g., anxiety, anhedonia). This “symptoms-not-syndromes” approach (Fried 2015) would also align more naturally with mechanistic work in animals (Fox & Shackman, in press).

In conclusion, there is a real intellectual danger to adopting Borsboom et al.’s framework wholesale. Although symptom-network approaches are valuable, they steer us away from deeper explanations for why some individuals and their biological relatives are prone to particular symptoms. A more holistic approach – one that embraces both biological and non-biological approaches (e.g., assessing relations between symptom networks and neural circuits) – is likely to yield greater dividends for understanding the nature and bases of psychopathology and accelerate the development of improved interventions for patient suffering.
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Abstract

In the past decades, reductionism has dominated both research directions and funding policies in clinical psychology and psychiatry. The intense search for the biological basis of mental disorders, however, has not resulted in conclusive reductionist explanations of psychopathology. Recently, network models have been proposed as an alternative framework for the analysis of mental disorders, in which mental disorders arise from the causal interplay between symptom networks. In this target article, we show that this conceptualization can help explain why reductionist approaches in psychiatry and clinical psychology are on the wrong track. First, symptom networks preclude the identification of a common cause of symptomatology with a neurobiological condition; in symptom networks, there is no such common cause. Second, symptom network relations depend on the content of mental states and, as such, feature intentionality. Third, the strength of network relations is highly likely to depend partially on cultural and historical contexts as well as external mechanisms in the environment. Taken together, these properties suggest that, if mental disorders are indeed networks of causally related symptoms, reductionist accounts cannot achieve the level of success associated with reductionist disease models in modern medicine. As an alternative strategy, we propose to interpret network structures in terms of D. C. Dennett’s (1987) notion of real patterns, and suggest that, instead of being reducible to a biological basis, mental disorders feature biological and psychological factors that are deeply intertwined in feedback loops. This suggests that neither psychological nor biological levels can claim causal or explanatory priority, and that a holistic research strategy is necessary for progress in the study of mental disorders.

1. Introduction

Can mental disorders be conclusively explained in terms of neurobiology and genetic constitution? Yes, according to many researchers and laypeople alike. Probably not, as we will argue in the present article.

Many believe that symptoms, signs, and other problems associated with mental disorders – for example, depressed mood, psychomotor agitation – are caused by “genes for mental disorders,” neurobiological mechanisms, deficient brain circuits, and other biological factors. This firm belief in explanatory reductionism – that is, the belief that mental disorders can be explained ultimately in terms of specific dysfunctional neurobiological conditions – is partly because the study of mental disorders traditionally belonged to the medical discipline (Andreasen 1984; Greenberg 2013; Guze 1988; Kraepelin & Lange 1927). Additionally, many laypeople and some researchers alike are convinced that a biological explanation of a mental disorder supports the notion that the disorder is “real”; that a patient is not just sitting home feeling blue and tired, which feeds the stigma surrounding mental disorders (Nature editorial, Anonymous 2013), but actually has a real disease for which one needs medication.

But what is the evidence for uniquely biological explanations of mental disorders? A sober evaluation of the research literature does not inspire much enthusiasm for explanatory reductionism (Bentall 2003; Lacasse & Leo 2005; van Os 2009). For example, another 2013 Nature editorial concluded that “despite decades of work, the genetic, metabolic and cellular signatures of almost all mental syndromes remain largely a mystery” (Adam 2013, p. 417). We think that today, given the current scientific record, this conclusion is still broadly correct. Interestingly, the reason that the mystery persists is not that no biological correlates for mental disorders have been found, or that no genes have been implicated. On the contrary, past research efforts have shown that neurotransmitters such as dopamine are clearly implicated in psychopathology, and there have been major advances in uncovering the structure of the...
polygenic background of mental disorders. However, these findings have not been translated into convincing reductive explanations of mental disorders through central pathogenic pathways rooted in neurobiology, as many had expected.

One way to respond to this situation, which is not uncommon in the psychiatric literature, is through continued optimism that someday, with even better equipment and methods and even more participants, we will hit on a reductive explanation of mental disorders (e.g., see Insel & Cuthbert 2015). However, another way to respond to the lack of success in formulating reductive explanations is to accept the scientific record at face value. Currently, there is no compelling evidence for the viability of reducing mental disorders to unique biological abnormalities, both in terms of enhanced etiological understanding and of improving the effectiveness of interventions. Given this absence of compelling evidence, it seems sensible to entertain the possibility that explanatory reductionism is wrong—that is, that mental disorders are not brain disorders, that they do not have a privileged description at the level of (neuro)biology, and that we will never find out “what mental disorders really are” through neuroscientific and/or genetic research.

In fact, the present article aims to show, following through the logic of recently proposed network models of psychopathology (Borsboom 2017; Borsboom & Cramer 2013; Cramer et al. 2010) that if it makes sense to understand mental disorders as arising from the causal interplay of symptoms and other factors in a network structure, there may be no reductive biological explanation that awaits discovery. This is because, contrary to quite widely shared current opinion, mental disorders are not brain disorders at all. We will elaborate on three primary reasons for this. First, symptom networks preclude the identification of a common cause of symptomatology as a neurobiological/genetic condition, because in symptom networks there is no such common cause. Second, many causal connections in mental disorders cannot be understood without referring to the content of mental states and thus presuppose some form of intentionality. Third, psychopathology networks are likely to depend on some extent on cultural and historic variation, which means that they are, in part, context dependent. All this does not mean that mental disorders are not accessible via scientific means, or are just a social construction. It does mean, however, that explanatory reductionism is not a viable strategy; Mental disorders cannot be explained in terms of neural mechanisms. Before we delve into these reasons for why mental disorders are not brain disorders from a network perspective, we start out by providing a working definition of the kind of reductionism that features in psychiatry and clinical psychology.

2. Explanatory reductionism in mental health research

Explanatory reductionism, in the context of mental health research, is the thesis that mental disorders can be explained in terms of biology. The hallmark theoretical strategy of reductionism is the identification of a phenomenon designated by a higher-level theoretical term (i.e., a mental disorder) with a property that can be defined at a lower level (i.e., a biological phenomenon; Fodor 1974; Kievit et al. 2011; Nagel 1961; Oppenheim & Putnam 1958; Schaffner 1974). For instance, the most famous successful reductive explanation in the history of science—the reconstruction of the ideal gas laws in terms of statistical mechanics—rests on the identification of temperature (higher-level concept) with average kinetic energy of particles in a gas (lower-level concept; Nagel 1961). Similarly, the most famous reductive explanation in psychiatry—the explanation of General Paralysis of the Insane in terms of bacterial infection (Hurn 1998)—rests on identifying the cause of symptomatology (higher-level concept) with the bacteria Treponema pallidum (lower-level concept). In general, explanatory reductionism, in psychiatry, depends on the hypothesis that psychiatric conditions—either as currently defined, or as defined in future theoretical systems—can be identified with (a set of) neurobiological mechanisms and properties, possibly by altering or correcting the description of higher-level phenomena along the road (e.g., “bumpy reduction”; see Bickle 1998).

It is important to note that, for such a reductive explanation to work, the reducing science should ultimately be able to identify the lower-level properties that enter into the reductive explanation independently of the higher order science. Thus, just as one can identify kinetic energy of particles without using the higher-level concept of temperature, and just as one can identify the bacteria Treponema pallidum without using the behavioral symptomatology of General Paralysis of the Insane, explanatory reductionism in psychiatry requires a theoretical system that allows one to identify the hypothesized brain disorders as brain disorders.

For setting up a reductive explanation of mental disorders, it is therefore insufficient to merely identify neural correlates of psychiatric conditions. This is the case for at least three reasons:

1. The determination of neural correlates depends methodologically on the antecedent assessment of psychiatric disorders using the concepts of the higher-level science (e.g., symptomatology as
defined in the *DSM-5*; American Psychiatric Association 2013). This means the lower-level description piggybacks on the higher-level description instead of, as explanatory reductionism requires, the other way around.

2. Given the plausible rejection of Cartesian substance dualism, some neural correlate is guaranteed to exist for any behavioral measure. As a result, finding neural correlates by itself does not provide evidence for reductionism vis-à-vis any other thesis about the relation between biology and psychopathology – most importantly, one of the many varieties of nonreductive materialism.

3. It is unclear for most correlates whether they are realizations, causes, or effects of psychiatric symptomatology. For instance, deviant neurotransmitter levels may be a cause of depressive symptoms, but they may also arise from the presence of these symptoms, which often include prolonged changes in sleep patterns, appetite, weight, and physical activity levels. Correlations by themselves cannot disentangle these possibilities.

Importantly, because explanatory reduction implies the explanation of higher-level phenomena from lower-level phenomena, rather than the mere identification of correlations between these levels, it also implies the possibility of constructing a biological definition of and diagnostic protocol for the identification of mental disorders.

The idea that mental disorders are, in fact, brain disorders, which will in the future be diagnosable using lab tests, is not an extreme thesis. In fact, it is overtly espoused by some of the most authoritative sources in psychiatry. Perhaps the boldest, most prominent expression of this thesis appears in a paper entitled “Brain disorders? Precisely,” authored by the former leadership of the National Institutes of Mental Health (NIMH) and published in the leading journal *Science* (Insel & Cuthbert 2015). As the title suggests, the core idea of the paper is that mental disorders literally are brain disorders: “As new diagnostics will likely be redefining ‘mental disorders’ as ‘brain circuit disorders,’ new therapeutics will likely focus on tuning these circuits” (Insel & Cuthbert 2015, p. 500).

This kind of explicit explanatory reductionism regarding mental disorders is relatively mainstream. For example, it is evident in a 2014 *Nature* editorial (Ledford 2014) which, when comparing depression to cancer, notes that “[...] the reality of cancer is easy to grasp: tumors can be seen, monitored, and removed. No such certainty exists in depression, where the affected tissue is locked inside the brain.” And it is also evident in a citation that Solomon (2014, p. 370) attributes to the former head of the National Alliance for the Mentally Ill: “It’s a chemical imbalance just like the kidney or liver... We’ve developed a five-year campaign to end discrimination by making these illnesses understood to be brain disorders and nothing more.”

Some researchers suggest that the identification of mental disorders with brain conditions is not even a hypothesis anymore but an established fact. For instance, Hoogman et al. (2017) state in *Lancet Psychiatry* that their data “confirm that patients with ADHD do have altered brains and therefore that ADHD is a disorder of the brain.” The prominence of these sources, and the prestigious outlets in which their theses are published, show clearly that explanatory reductionism is not a straw man. Rather, the almost casual way in which authors make their cases suggests that it is a rather middle-of-the-road philosophy in the research community.

The idea that mental disorders ultimately are brain disorders has important ramifications. First, it implies that it is possible, in principle, to identify a common pathogenic pathway at the level of the brain that causally explains symptom patterns. This inspires the search for “biomarkers” of mental disorders as well as the lab tests that should be able to identify them (e.g., see Redeī et al. 2014). Second, the reductionist mindset implies that, if the common pathogenic pathway can be intervened on, such interventions should have broad effects across the symptomatology, just as killing the bacteria *Treponema pallidum* in time prevents or cures the symptomatology associated with syphilis. Although research into medical interventions can in principle be justified independently, and need not rely on reductionism, the idea that mental disorders are ultimately brain disorders may therefore also partly determine the setup of psychiatric research that revolves around randomized controlled trials (RCTs) to test the effectiveness of medication. Third, the idea that mental disorders should be explained in biological terms has important funding consequences. The NIMH, for instance, has endorsed the position that fundable research proposals should show “not only that an intervention ameliorated a symptom, but that it had a demonstrable effect on a target, such as a neural pathway implicated in the disorder.”

In sum, explanatory reductionism is a widely espoused thesis that holds that mental disorders can in principle be conclusively explained on the basis of biology (e.g., through neurological, biochemical, molecular, and genetic explanations). The thesis rests on the idea that mental disorders are literally brain disorders (although the exact sense in which this identification should be understood may differ across researchers). Its research strategy is aimed at the discovery of pathogenic processes that underlie mental disorders, typically taken to exist at the level of the brain. The hope is that, after identifying mental disorders as biological abnormalities, we can come up with treatment plans that restore or ameliorate these abnormalities and, as a result, remove the symptoms that people suffer from. In a non-trivial sense, explanatory reductionism thus aims to find out what mental disorders really are, and it is based on the premise that the answer to this question lies at the neurobiological level of description.

3. The network approach to mental disorders

Despite the powerful reductionist mindset present in psychiatry, one of the main recent theoretical developments in psychiatry and clinical psychology has been to move away from monocular explanations of mental disorders (Kendler 2005; 2012a). Instead, many have come to accept the ideas that (1) mental disorders are massively multifactorial in their causal background; (2) many mechanisms that sustain disorders are transdiagnostic; and (3) mental disorders require pluralist explanatory accounts (Borsboom et al. 2011; Kendler 2008; Nolen-Hoeksema & Watkins 2011). Kendler et al. (2011) have extended these findings to the ontology of mental disorders itself, and have suggested that this ontology should not be based on essentialism of any kind (including biological essentialism). Instead, they hold that psychopathology should be conceptualized in terms of what they call mechanistic property clusters: constellations of properties (defined at different theoretical levels) that hang together because they are connected by a diverse set of mechanisms, analogous to modern accounts of how properties cluster in species as developed in theoretical biology (Boyd 1991; 1999).

A research program that has put that idea to work is the network approach to mental disorders (Borsboom 2017; Borsboom & Cramer 2013; Cramer et al. 2010; Fried & Cramer 2017; Fried...
they are caused by the same pathological (neuro)biological/two symptoms of major depression) do not covary because another (Borsboom 2008). For instance, insomnia and fatigue (two symptoms of major depression) do not covary as much because hallucinations (a symptom of psychosis) and sad mood (a symptom of major depression) do not covary because hallucinations are not very likely to directly cause sad mood or vice versa. And, even if these symptoms may be causally associated, the relevant causal relation is likely to be much more indirect (e.g., hallucinations → anxiety → sad mood; Isvoranu et al. 2017), which explains why the correlation between these symptoms is somewhat weaker. As such, the network approach offers a plausible explanation for robust association patterns among symptoms in empirical data (Boschloo et al. 2015; Cramer et al. 2010) and between such symptoms and external stressors (Borsboom 2017; Isvoranu et al. 2017; McNally et al. 2017a). In addition, it offers plausible accounts of several other psychiatric phenomena such as comorbidity, spontaneous recovery, and heterogeneity (Borsboom & Cramer 2013; Cramer et al. 2016; Fried et al. 2017, McNally et al. 2017b), and is compatible with theories and models that focus on the dynamic interplay among symptoms over time (Bringmann, et al. 2013; Wichers 2014).

From a network perspective, mental disorders arise from direct interactions between symptoms in a network architecture. This happens as follows: Symptoms can be activated by factors external to the person, such as life events (e.g., loss of a loved one → sad mood; Fried et al. 2015), or they may arise through processes inside the person, including neurobiological dysfunction (e.g., mislabeling auditory sensations that arise from the brain → hallucinations, catastrophic misinterpretation of arousal → panic attack, insufficient top-down control of behavior → inability to stop worrying about germs). When a symptom gets activated, it can in turn activate symptoms to which it is directly related (e.g., loss of a loved one → sad mood → insomnia → self-reproach). In this way, a disorder grows out of a network of symptom-symptom relations. In particular, this happens when these relations are sufficiently forceful to lead the network to sustain its own activation, producing a hysteresis effect that keeps the system activated even if precipitating causes have waned (Cramer et al. 2016). Thus, in this conceptualization “to suffer from a disorder” means “to be trapped in the stable state of a self-sustaining symptom network” (Borsboom 2017).

Interventions in the network structure can involve targeting a symptom (e.g., using antipsychotics to counter hallucinations, or using a sleep intervention to counter insomnia) or symptom-symptom connections (e.g., training a person to recognize psychotic symptoms so that timely measures can be taken to preclude more problems; teaching a person how to control rumination, so that late-night worries no longer lead to insomnia; Borsboom 2017). Importantly, just as symptoms can arise from both internal and external causes, interventions on symptoms can involve biologically based interventions (e.g., medication, electro-convulsive therapy, deep brain stimulation), behavioral interventions (e.g., behavioral activation), psychological interventions (e.g., cognitive restructuring), and changes in the environment (e.g., relocating a person with substance abuse disorder to a place where no drugs are available, or creating jobs for individuals who suffer from certain forms of psychopathology).

Although network approaches do not rule out the importance of biology in realizing symptoms and symptom-symptom connections (Borsboom 2017; Borsboom & Cramer 2013; Fried & Cramer 2017), the general network definition of mental disorders in terms of the alternative stable state of a symptom network does not align with the idea that mental disorders are brain disorders. In fact, if the network model is broadly correct, it pulls the rug from under the explanatory reductionist’s feet in many, if not all, cases of psychopathology, as we will argue in the remainder of this article.

4. Symptom networks versus the common cause model

In the standard disease model, which has played an extremely important role in the medical sciences, symptomatology arises from a common cause in the body (Borsboom & Cramer 2013; Cramer et al. 2010; Hyland 2011). For instance, the symptoms of fatigue, headaches, and foggy eyesight may be caused by a brain tumor that plays the role of common cause; accordingly, medical treatment is often targeted at such common causal factors (e.g., surgical removal of the tumor). In psychometric approaches to psychiatric symptomatology, correlations between symptoms are similarly analyzed in terms of a latent variable model, in which the disorder is conceptualized as an unobserved common cause of the symptoms (Reise & Waller 2009).

This offers a potential inroad for explanatory reductionism to operate. For suppose that the correlations between symptoms are in fact produced by their common dependence on a latent variable. In that case, equating that latent variable with a brain disorder is tantamount to achieving the hallmark event of explanatory reductionism, namely cross-level identification. Thus, identifying the common cause of the symptoms (higher-level concept) with a biological property of the brain (lower-level concept) would explain the correlations between symptoms reductively and offer a crucial advance in the reductive program. This scenario is visually represented in Figure 1a.

If a network model is correct, however, no such common cause exists, so the above theoretical move is blocked. In the network model, mental disorders do not resemble medical disease entities, which are theoretically and empirically identifiable independently of the symptomatology (e.g., a structural MRI that shows the presence of a malignant tumor, or a blood test that proves HIV infection; see Borsboom & Cramer 2013). Instead, in the network definition, disorders behave more like fields – for example, their emergence is analogous to the appearance of magnetization through the aggregate behavior of pieces of ferromagnetic material that lock into a particular position (Epksamp et al. 2018) and to stable states in complex ecosystems (Scheffer et al. 2009; Van de Leemput et al. 2013; van der Maas et al. 2006). The emergent global states into which networks can get locked are explained from the symptoms and symptom-symptom connections that make up the network structure, and not from shared dependence on a distinct common cause. Thus, the royal road into explanatory reductionism – an explanation of the “spirochete-like variety” (Kendler 2005) as displayed in Figure 1a – is out of the question in network models.

From a reductionist position, one could argue that we have simply complicated the research question by adopting a more complex model. For example, one could hold that, even while there may be no biological common cause in the system, each
of the individual symptoms in a psychopathology network nevertheless corresponds to a neural property, and that each of the connections in the network corresponds to a neural mechanism that connects the relevant neural properties. In this way, successful explanatory reductionism would not involve biological identification of "the common cause" of symptomatology, analogous to the identification of a virus or tumor, but rather of "many causes" of the symptoms and connections in the network. In this network reduction scenario, which is depicted in Figure 1b, mental disorders can justifiably still be seen as brain disorders – at least, as long as the relevant neurobiological states and mechanisms are identifiable at the biological level (i.e., without knowledge of the phenomenological and behavioral level regarding symptoms or connections between them). If such identification is possible, then a complex explanatory reduction is feasible, and mental disorders would still be brain disorders, be it complex ones.

However, while this form of reduction represents an interesting logical possibility that, as far as we know, has not been thoroughly analyzed in the context of psychopathology, we think it is unlikely that this scenario will play out. Although in many cases connections between symptoms are indeed strongly grounded in biological mechanisms (e.g., insomnia → fatigue; appetite loss → weight loss, drug use → tolerance) that may support "local" reductions of certain parts of the symptom network ("patchy reductionism"; Kendler 2005; Schaffner 2006), there are other cases in which such grounding should not be suspected to support successful explanatory reduction. In the following, we show this by providing a detailed analysis of symptoms that involve the content of mental states.

5. The content of mental states

The relations between symptoms in network structures often involve intentional information. By "intentional information" we mean: descriptions of mental states such as beliefs, desires, emotions, and intentions that indicate what they are about. We have beliefs about being persecuted, or about the floor being dirty. We have fears about spiders or germs. Hence, a term like "contamination fear" contains intentional information: it tells us that the fear is about contamination. Brentano (1874) famously argued that intentionality is "the hallmark of the mental": that all mental states are about something (for some recent versions of this view, see Dretske 1997; McDowell 1996). Here, we adopt the more modest assumption, accepted by almost all participants in the discussion, that many mental states have intentional content, while others, such as pains or undirected anxieties, may not (McGinn 1982; Searle 1983).

The symptomatology in systems such as DSM-5 (American Psychiatric Association 2013) frequently relies on such intentional information. For example, the symptom of "craving" in alcohol use disorder is defined as "a strong urge or desire to use alcohol" (American Psychiatric Association 2013). Here, a reference is made to the content of the desire (it being about alcohol). Or, to give another example, one of the symptoms associated with depression is described as "feelings of worthlessness or excessive or inappropriate guilt" (American Psychiatric Association 2013). These feelings are about things as well: Worthlessness involves feelings about oneself, and guilt involves feelings about things one has done or should have done (however vague or implicit this content might be). Finally, delusions are almost always identified through their content, because they involve a mental state (i.e., a belief) which does not match reality in an appropriate way: after all, people who think their thoughts are broadcasted are considered delusional largely because of the content of their beliefs. Thus, psychiatric symptomatology often refers to the content of mental states and involves intentional information.

Importantly, because symptoms are often described in intentional terms, the covariations observed between symptoms in a network can be seen to make sense: Only at this level of description can we understand why the presence of one symptom (e.g., a...
person believing that the CIA spies on him or her) leads to another (e.g., the person closes the curtains and withdraws from social life). That is, the intentional description allows us to put ourselves in the patient’s shoes (Jaspers 1923/1963). And, although the main criterion for the success of network models is empirical validation, the fact that the observed covariations make sense from that perspective greatly adds to their explanatory value. We suggest that these connections make sense because there is a rational relation (Nordenfeld 2007) between, say, contamination fear and washing that does not exist between, say, contamination fear and binge eating. This rational relation involves a connection through the content of the mental states in question, which becomes visible only because symptoms are described in intentional terms. To illustrate this point, we discuss three examples in detail.

First, covariation between the occurrence of obsessional beliefs and the occurrence of compulsive behaviors, such as washing or hoarding behavior (Abramowitz et al. 2006; Tolin et al. 2008) can be explained by understanding compulsive rituals as a response to obsessional beliefs. That is, rituals are performed in order to relieve the fear raised by those beliefs (Rachman 1998; Salkovskis et al. 2000). To understand compulsive rituals as a response, one needs to refer to the content of the beliefs and fears involved: Because the patient has a belief about the spreading of germs, he or she becomes afraid of contamination, and because this is the content of the fearful feeling, he or she responds to it by excessive washing rituals. Now, of course, it is possible that, although on the surface one’s fear is about germs, on a deeper psychological level, the fear may be about something else (e.g., losing control, death). However, this just shows that intentional explanations might be available on different levels. The point is that the connection between handwashing and fear is explanatory only insofar as one takes into account what the fear is about (i.e., its intentional content). This also shows that the compulsive rituals engaged in by the patient are not “completely crazy”; given that a patient has those beliefs and fears, it is actually to some extent understandable that he or she responds in this way. After all, washing is generally a reasonable strategy to counter the spread of germs.

A second example is found in the relation between certain symptoms occurring in panic disorder. Two symptoms that show a connection are so-called anxiety sensitivity (“fear of fear”) or a fear response to signals of anxiety; McNally 1990; 2002), and avoidance behavior (Borsboom & Cramer 2013; Reiss 1991; White et al. 2006). This connection can also be shown to “make sense” by taking the content of the involved beliefs and emotions into account (Reiss 1991). If one is afraid of having a panic attack (and thus becomes fearful in response to signals of such an attack) and believes that certain situations increase the chance of an attack (such as being in a large group of people, or in an enclosed space such as an airplane), it certainly makes some sense to avoid such situations.

Third, in major depression, thoughts of self-reproach and low self-worth are correlated with thoughts of suicide and actual suicide attempts (Cramer et al. 2010; Dori & Overholser 1999; Wild et al. 2004). Here, a similar form of “making sense” can be observed: Thoughts of self-reproach and low self-worth can involve the belief that one’s life is not worth living, or that one is a burden to one’s environment. Such a belief may in turn lead to the conclusion that suicide is the best solution. Again, this is not completely unintelligible or crazy: If one is really convinced of the lack of worth of one’s own life, it seems reasonable (at least to some extent) to consider the possibility of ending it. But what exactly does it mean to say that a connection “makes sense”? So far, we have said things such as: if one has symptom A, it is “understandable,” “not completely crazy,” or maybe even “reasonable” that one also has symptom B. But what kind of claim is being made here? The view we adopt here is rooted in a tradition of thinking about understanding, based on the work of Donald Davidson (1984) and Daniel Dennett (1987), that is generally known as interpretivism (for recent contributions, see Francken & Slors 2014; Mölder 2010; Thornton 2010). Interpretivism emphasizes the pragmatic nature of belief-desire talk: We ascribe mental states with specific content to others and ourselves, in order to better explain and predict behavior. Within the interpretivist tradition, saying that it makes sense that the presence of self-reproach correlates with suicidal tendencies means that we can explain the fact that people who feature self-reproach also feature suicidal tendencies by referring to their basic rationality (Davidson 1984). Here, one should think of basic skills such as the capacity for deduction, or means-end reasoning. By applying such skills to, for example, the belief that one is worthless, a patient can reach the conclusion that ending his/her existence might be best. Due to the rational relation between these two phenomena, the ascription of such thoughts – combined with basic rationality – helps in predicting suicidal tendencies.

Such ascription of basic rationality does not mean that there is nothing unreasonable going on. A patient’s fear may be out of proportion, or may involve false beliefs. In fact, it almost certainly will involve some irrationality; otherwise, there would be no reason to categorize the person’s behavior or thinking or feeling as psychopathological in the first place (Kalis 2011). But in order to understand a fear as disproportional, or a belief as false, we already need to ascribe a large background of proportional fears and true beliefs to a person. Something can be seen as an irrational deviation only insofar as there is a background of rationality in place (Davidson 1984). What do we do when we “make sense” of symptom covariation is to make explicit this background of rationality in the person’s behavior, fears, beliefs, and so on. (For recent critical discussion of this view, see Bortolotti 2010; Campbell 2009.)

Thus, the content of mental states plausibly plays a crucial role in causally connecting symptoms to each other (Baker 1995) and, in addition, allows us to recognize them as patterns that make sense. This poses a problem for explanatory reductionism, even if it is reformulated to apply to the symptoms and symptom–symptom connections as in the network reduction scenario in Figure 1b. There are two reasons for this.

First, the rational relations between symptoms, as discussed previously, depend essentially on the intentional description of these symptoms. Even if one could describe the symptoms themselves at the level of neurobiology, it is unlikely that relations between symptoms, which are immediately recognized as rational at their intentional level of description, will (or can) be recognized as such at their neurobiological level of description. Thus, the explanatory force of symptom networks partly depends on the intentional level of description of the symptomatology, and this may very well turn out to be a matter of principle.

Second, mental states as they arise in symptomatology are almost certainly multiply realizable. Multiple realizability exists when there are multiple physical ways to “realize” a given object or property (Fodor 1974; Horgan 1993; Putnam 1967; Pylyshyn 1984). For example, one can realize the abstract concept of a dollar physically in many ways: as a set of coins, a bill, or a set of bits in a computer. None of these realizations is privileged; that is, it is senseless to ask whether money “really is” paper or coins or bits,
and one cannot investigate the nature of money by, say, chemically analyzing dollar bills. There is a one-to-many mapping between the higher-level concept (money) and its lower-level realizers (bills, coins, bits), and unless this mapping has at least an element of necessity, no systematic connection between them can be forged as a matter of scientific law; in this case, the higher-level concept is said to be “wildly disjunctive,” as is the case for money, which can be realized in indefinitely many ways. Fodor (1974) argued that, for this reason, multiple realizability blocks the classical scheme of explanatory reductionism (Nagel 1961) as it does not allow the identification of higher-level concepts with lower-level concepts.

For many psychopathology symptoms, multiple realizability is highly likely because they explicitly depend on the content of mental states: Symptoms with intentional content (such as delusional beliefs, or fears about heights or spiders) can be physically realized in different ways in different people, just as a photograph can be stored on a microfilm, as some digits in your computer, or on a piece of printed paper. In the context of psychopathology, two people may both believe they are being spied on by the CIA, but this belief may be coded differently in their brains (Aizawa & Gillett 2009; Endicott 1993). In both cases, however, the belief in question may instigate deviant behavior (e.g., obsessional searching for hidden cameras in their houses), and thus instantiate a relevant connection in the symptom network structure (i.e., delusion → behavior change). Given what we know about the distributed character of representations and the plasticity of the brain (Endicott 1993), such a scenario appears rather likely: Even if one accepts the possibility that a reductive account could be given of, say, beliefs in general, there is no reason why one should expect the neural realization of the content of these beliefs to be invariant across individuals.

In fact, there is a growing chorus of voices in a contemporary philosophy of mind arguing that we should not primarily think about beliefs, fears, and other mental states as being brain states. According to these approaches, a sentence such as “John believes his neighbor is a secret agent for the CIA” does not find its truth conditions in the fact that John has a certain brain state (as in identity theory; Lewis 1966) but rather in the fact that a coherent set of dispositional ascriptions or counterfactual conditionals is true of him (Baker 1995). For example, his belief is characterized through a set of conditionals, such as: If the neighbor were to start a friendly talk, John would respond nervously; if John were to pass the CIA headquarters, he would expect his neighbor to be there; and so on. From a network perspective, what a person believes may thus also determine which relations in the network are activated: A person who believes the CIA is spying on him may start distrusting his neighbors and start avoiding contact, while a person who believes Napoleon returned from Elba to prosecute him for tax evasion may not.

Importantly, the truth conditions for mental states to have a certain specific content, in this view, are thought to involve the occurrence of a set of meaningfully related phenomena, embedded in a certain context. This also relates to the by now almost mainstream assumption that cognition is embedded (the extended mind hypothesis; Clark & Chalmers 1998; Menary 2010). The ontology of a belief such as “my neighbor is a secret agent for the CIA” does not involve only processes within the individual, but also certain elements of the environment, such as responses of others, or the way one organizes one’s surroundings.

Because so many symptoms involve intentional states, we submit that the corresponding parts of symptom networks are multiply realizable. This means that at least some individual symptoms and symptom-symptom connections are expected to map to a variety of realizing brain states and mechanisms, as visualized in Figure 1c. If these realizing brain states cannot be characterized as neurobiological phenomena (i.e., one cannot say that John believes the CIA spies on him solely on the basis of knowledge about his biological constitution), they cannot be identified independently of the phenomenology. In this case, explanatory reductionism fails to provide theoretical concepts at the biological level that can be systematically identified with theoretical concepts at a higher level, and the idea that mental disorders are brain disorders becomes void. Given such a situation, the strongest viable position that is still available would be nonreductive materialism along the lines of the supervenience thesis in the philosophy of mind (Kim 1982; 1984). This thesis roughly holds that there cannot be distinct mental states without there being distinct physical states (i.e., changes in physical states are necessary but not sufficient for changes in mental states). In the current scheme of thinking, this would merely imply that there cannot be differences in symptom network states without there being some differences in physical states. Apart from the benefit of allowing one to reject Cartesian dualism, this position has no reductionist teeth.

6. The context dependence of network structures in psychopathology

Some connections in symptom networks are likely to be highly stable across cultures and historical circumstances. For instance, it is likely that, whatever culture you live in, insomnia will lead to fatigue and concentration problems; panic attacks will lead to worry about the implications of these attacks; a sudden decrease in appetite will lead to loss of energy; and phobic fears of spiders are not likely to promote feelings of happiness anywhere on the planet. These relations are likely to be stable across time and place because they depend on uniform biological and psychological homeostatic mechanisms, possibly grounded in the evolutionary background of our species. Elucidating these mechanisms is highly important and, in our view, it is not at all impossible that some of the connections in symptom networks do allow for a reductionist analysis or something close to it. This is because, in these cases, both the symptom states and the connection between these states may be amenable to a description at the biological level.

However, at least some of the connections in network structures are likely to show variations across time and place that cannot be captured by such descriptions (Haroz et al. 2016; Haroz et al. 2017). For instance, consider the relation between feelings of guilt and suicidal ideation. It stands to reason that this connection has a different strength in different individuals, and that such differences can be culturally loaded. One may compare the connection between these symptoms in the case of a Japanese soldier in World War II who has failed to defend his post to that of a Catholic Priest who has committed a cardinal sin; for the Japanese soldier, his cultural background facilitates the connection between feelings of guilt or shame and suicide attempts, while for the Catholic priest, his background inhibits it. Similarly, while somatic complaints are stably associated with depression across cultures, which somatic complaints are associated with depression may vary across cultures (Marmanidis et al. 1994; Ma-Kellams 2014). Finally, the probability that alcohol withdrawal symptoms in substance abuse will lead to legal problems (both diagnostic criteria in DSM-5) is clearly different for an
American living now, as compared to one living at the time of the Prohibition; likewise, the consequences of public drunkenness are completely different in, say, Riyadh versus New Orleans.

In the realm of explanatory reductionism, such contextual variations are noise, or merely concern the way in which disorders are expressed in different times or cultures: behind context-varying symptomatology lurks a homogenous constellation of brain dysfunctions. Perhaps depressed Americans have stomach aches, depressed Israeli get heavy legs, and depressed Japanese suffer from headaches, but in all cases we would find a stable constellation of biological factor(s) responsible for these different expressions. That is, from a reductionist viewpoint, heterogeneity in manifestation – due to contextual factors – does not preclude homogeneity of biological essence.

This mode of thinking is not available in the network account. Because disorders are states of a network that are determined by patterns of causal interactions between symptoms, there is no independent mode of observation that could serve to ascertain that American, Israeli, and Japanese depressions are “really the same” even though they feature different symptomatology. All we could perhaps say is that the role that stomach aches play in the depression network of Americans is the same as the role that heavy legs play in the Israeli depression network (e.g., a role as a central symptom in the network that is, for instance, connected to fatigue and depressed mood). We could also say that the resulting stable network states are similar, to the extent that they largely involve the same set of symptoms and characteristic reactions to external events (e.g., stressful life events) and treatment (e.g., medication or psychotherapy). But because in a network model there is no way to identify depression independently of the symptoms and relations between them, there is no way to truly equate different disorders in different people independently – let alone in different historical periods or cultures. Note that this is not a practical or methodological problem that we could expect to be solved with the advent of better measurement techniques; no such development can be expected, because the relevant identification criteria simply do not exist in networks.

In the previous examples, cultural and historical variations impinge upon the network structure through the content of the mental states involved in the symptom network: Precisely because rational relations between mental states and behavior can produce causal relations at the symptom level, different contents of these mental states can produce different symptom-symptom couplings. Thus, cultural and historical variations can lead symptom networks to differ partially across place and time, which will give rise to differences in the kinds of stable problem states that networks create and thus can lead to different disorders. In this way, the network model naturally accommodates an integrationist picture in which biological and cultural factors together shape mental disorders (Murphy 2005; Hacking 1999).

There is, however, another reason why contextual differences may change network structures, and that is that some causal relations between symptoms are literally realized outside the person. That is, they rest on or invoke mechanisms in the environment. A clear example is the relation between excessive gambling and the consequences it leads to, both of which play a role in the DSM-5 diagnostic criteria for gambling disorder (American Psychiatric Association 2013). This connection is forged entirely outside of the person, namely by the operational specifications of gambling setups (e.g., fruit machines, Roulette tables, etc.). Importantly, even if the desire to gamble is taken to be a mental state that is realized in the person’s brain, the operating characteristics of the fruit machine are not; and these operating characteristics realize the causal connection between gambling and the debts it leads to. Thus, insofar as a symptom network rests on interactions with and specifications of the environment, its ontology is extended – that is, it is not located in the person’s head (see Clark & Chalmers [1998] for a similar thesis in the philosophy of mind). This possibility is represented visually in Figure 1d, in which a causal connection between two of the symptoms in the network is sustained by a mechanism external to the individual.

Thus, in network models, not only cultural and historical features, but also the environment itself may become part of the network structure, and hence part of the disorder. More or less by definition, this means that parts of the network structure will defy a purely biological explanation, and that cultural and historical factors as well as external mechanisms, to some extent, shape mental disorders. Importantly, however, this does not mean that psychopathology is out of scientific reach, or that mental disorders are “just a social construction” (see also Murphy 2005). Differences in network structure across cultural and historical backgrounds are amenable to theoretical and empirical research: One can use network approaches to model the process by which cultural factors shape mental disorders (e.g., by including cultural factors as additional nodes in a disorder network), one can simulate such processes, and one can test the resulting models against relevant data. Thus, that mental disorders are partly a function of historical and cultural variations does not make them less real or render them inaccessible to scientific study (see also Schaffner & Tabb 2014).

7. Prospects for reductionism in psychopathology networks

The fact that organization, content, and context matter so much in symptom-symptom interactions makes a general reductive move – which would explain such interactions entirely based on biology – highly unlikely. Building on early work by Daniel Dennett and in accordance with Kalis (2014), we suggest that mental disorders should instead be understood as real patterns: “There are patterns in human affairs that impose themselves, not quite inexorably but with great vigor, absorbing physical perturbations and variations that might as well be considered random; these are the patterns that we characterize in terms of the beliefs, desires, and intentions of rational agents” (Dennett 1987, p. 27).

Dennett (1987; 1991) introduced the idea of real patterns in order to show how intentional explanations (which Dennett calls “taking up the intentional stance”) have unique explanatory value. The information provided by taking up the intentional stance is unique in that these patterns cannot be made visible by analyzing symptoms in lower-level functional or physical terms. The patterns are nevertheless real in the sense that all of the elements of the pattern are physically instantiated, and that there are real causal processes involved.

Even though Dennett himself has sometimes been called a reductionist, we think Dennett’s notion of a real pattern can convincingly show why the reductive strategy for understanding mental disorders will not work if the network approach is roughly correct. Even if one were to gain perfect knowledge about the physical processes that instantiate a symptom network, and would list them all, one would end up with an unorganized set of relations between distinct sets of biological states and processes that make no sense at the level of biology (Fodor 1974). This is
because the pattern present in this set is not visible at the lower level, as it involves the organization of sets of symptoms in terms of causal and intentional relations, which can only be made sense of by taking both the content of mental states and the world outside the patient’s head into consideration. In addition, if multiple realizability obtains, then what makes a given constellation of biological conditions a realization of a mental state (e.g., contamination fear) is not a fact about the biology of the system. Instead, a mental state is characterized by the fact that it operates in the appropriate causal way in the symptom network (e.g., leads to compulsive handwashing). And it likely has this causal function because of the rational relation between mental states and behavior.

In addition, symptom networks have holistic properties precisely because the causal relations between symptoms make some sense. What makes a set of phenomena into a case of obsessive-compulsive disorder is that a person suffers from compulsive handwashing in response to fear of contamination, a relation that exhibits basic rationality. And the “sense” that we see in the relations between symptoms in turn depends on the context. Compulsive handwashing is compulsive only if it can be seen as an excessive response, and this cannot be determined by looking inside the person’s head: What is excessive in a Western country is not excessive in a country ravaged by Ebola. This means that whether a behavior is to be considered symptomatic or normal depends not only on a person’s psychological or neurobiological state, but also on the environment.

Given these considerations, even the patchy reductionism with externalism scenario as represented in Figure 1d may be too simplistic. Many connections between symptoms are unlikely to be fully realized in the biology of the human system (as, e.g., lack of appetite → weight loss, may be) or in the external world (as, e.g., excessive gambling → debts, may be). Instead, the presence and strength of these connections is likely to depend on a mixture of biological and external factors and mechanisms, many of which may be multiply realizable at both the biological and the external sides of the equation and which may combine in complicated ways.

For instance, the presence and strength of a causal relation such as “feelings of worthlessness → suicidal ideation” probably depends on a mix of variables that are most efficiently described as biological states (e.g., dopamine dysregulation), psychological processes (e.g., self-blame as a dysfunctional coping mechanism), and external conditions (e.g., the amount of social support). Moreover, it is unlikely that these factors combine in a simple manner (e.g., in a purely additive way). For this reason, even if one takes the actual symptom states of mental disorders to reside “in the person” in the sense that they are multiply realized functions of the biological condition (internalism), the strength of the causal connections between these states themselves is highly unlikely to be realized solely in the biology of the human system.

In this scenario, which features massively multifactorial symptom networks as visualized in Figure 2, not even patchy reductionism is feasible, as basically every element of the system is dependent on a heterogeneous set of biological and external factors. We cannot rule out a priori that some mental disorders (either as currently defined or under a future diagnostic scheme) may be fully or partly reducible to underlying biology (as in Fig. 1, panels a & d), and it would certainly be a great scientific discovery if such a reductive explanation were to be construed. However, given the current scientific record, we think the massively multifactorial situation of Figure 2 is most likely to hold across the psychopathological board. Also, it is pragmatically preferable to take Figure 2 as a point of departure, instead of betting entirely on a reductive scenario in which mental disorders are to be identified as brain disorders. This is because the latter course of action may exclude lines of research that could yield crucial information about psychopathology networks. Examples include research regarding cultural variations in the contents of relevant mental states and into the role of the external environment in sustaining disorders, both of which are likely to get little attention if one commits a priori to the brain disorder perspective.

While wholesale explanatory reductionism is unlikely, the question as to what extent causally interacting symptoms could be productively analyzed at biological levels of description is currently open. Mental disorders are not brain disorders, but that does not imply that psychopathology research should not be interested in the physical processes involved in psychopathological symptoms. However, to know which physical processes to investigate, and what to conclude from one’s investigations, one needs to see these processes for what they are: as physical phenomena that might help us understand the bigger picture of symptoms and symptom networks in which we are ultimately interested. And given that many symptoms involve relations between thoughts, desires, and emotions, investigating physical processes underlying mental disorders is only a relevant scientific enterprise provided one also keeps taking the organization, content and context of phenomena into account.

From this point of view, even “purely bodily” symptoms such as agitation and weight change should be analyzed in relation to other symptoms, many of which will have intentional characteristics that may, in a sense, spill over to these bodily symptoms if these symptoms themselves become part of the content of relevant mental states. For instance, the bodily symptom of weight gain may affect one’s self-image and lead to feelings of worthlessness. If this happens, it is not so much the bodily symptom itself that causes feelings of worthlessness, but the mental representation of that symptom, for example, as a negative aspect of the self (Beck 2008) – which may be overlooked if one focuses too strongly on the biological dimension of such a symptom.
8. Discussion

Mental disorders are not brain disorders. To the extent that mental disorders arise from the causal interplay between symptoms, as represented in network models (Borsboom 2017; Borsboom & Cramer 2013; Fried & Cramer 2017), it is highly unlikely that the symptomatology associated with psychopathology can ever be conclusively explained in terms of neurobiology. Therefore, sticking to the idea that mental disorders are brain disorders may be counterproductive and can lead to a myopic research program, because it assumes the implausible position of explanatory reductionism a priori. As we have purported to show in the present paper, this position does not stand up to empirical and theoretical scrutiny. Therefore, we tentatively conclude that research programs on mental disorders may be better based on the working assumption that psychopathology is massively multifactorial, not only in its causes but also in its constitution. Neuroscientific research has an extremely important role to play, but only if it leaves behind the explanatory reductionism that characterizes some of its mainstream thinking.

We noted throughout this paper that the argumentation provided, and the conclusions that it affords, are conditional on the assumption that the network model is broadly correct. It is, of course, possible that this assumption is not justified, or is not accurate for a subset of disorders. It may even be that a biological basis for, say, Major Depressive Episode will in fact be found after all; that is, a brain circuit or chemical imbalance may be identified that acts as a root cause for the disorder. However, if our analysis is anywhere near the truth, such a scenario is unlikely. In fact, we should expect to find interactions between symptoms to be grounded in an even more complex set of biological, social, and cultural factors involved in psychopathology. If so, then psychopathology must, like so many other phenomena in nature, be understood as intrinsically complex, so that the simplification of this complexity that explanatory reductionism aims at is unlikely to offer a productive strategy for research; rather, approaches that naturally accommodate complexity are called for (Barabási 2012). In this respect, it is important to note that the network models that have so far been suggested in the literature (Borsboom 2017; Cramer et al. 2016; Marsman et al. 2017) are very simple pairwise interaction models that, in our view, should be seen as a lower bound on the true complexity of the system. Naturally, if our analysis is correct about these relatively simple models, it must a fortiori be correct about anything more complicated. This, in our view, means that the argumentation provided in the present article has considerable reach.

Importantly, the complexity of common mental disorders includes biological mechanisms and processes. Thus, while we strongly oppose the explanatory reductionism as voiced, for example, in Insel and Cuthbert (2015), we do not argue that biological approaches to understanding psychopathological systems are worthless or should be stopped. There is, however, a considerable difference between searching for the biological essence of a disorder and investigating the role of biological processes in a network structure (e.g., the biological underpinnings of the insomnia → fatigue link in a depression network). We conclude that the former approach is unlikely to pay off, but the latter approach should be pursued with vigor, as it can constrain and inform network structures and their resulting dynamics (see also Fried & Cramer 2017). In genetics research for example, such an approach would entail that one would no longer be searching for genetic variants that are associated with the presence of a disorder such as major depression – either quantified by a sum score of symptoms or by a case-control variable that is based on a cut-off of the sum score. Instead, one would search for genetic variants associated with specific aspects of a depression network structure (Cramer et al. 2011) – for instance, a specific connection in that network (e.g., insomnia → fatigue) or a specific symptom (e.g., concentration problems).

As such, biological processes may be fruitfully integrated in symptom networks even if they are not common causes of a specific cluster of symptoms. We note that investigating biological underpinnings of symptom networks is probably best directed at connections and symptoms that do not depend on the content of mental states and/or represent highly contextualized variables: that is, connections between symptoms such as depressed mood and suicidal ideation might prove hard to associate with biological underpinnings, given their dependence on the content of mental states. To the contrary, prospects are better for finding genetic variants and biological processes that are implicated in connections between symptoms that are grounded in homeostatic mechanisms: for example, sleep, appetite, and maybe elementary behavioral variables such as agitation or retardation.

When integrating the distinct levels of biological and psychological information in this way, we deem it unlikely that any one of these levels will gain uniform causal priority, because many relevant processes feature feedback relations that work across different levels. As an example, consider the biological clock – one of the best understood neural mechanisms (Partch et al. 2013) – which is involved in sleep regulation and implicated in disorders such as depression and generalized anxiety. The biological clock features a regulatory system that involves gene expression, and, in this sense, may seem to be an excellent target for an explanatory chain that runs from genes to brain to behavior. However, although the biological clock is highly important in controlling the sleep-wake cycle, it is also very sensitive to environmental cues. It is easy, for instance, to give rats a jet lag by changing the light conditions in their cages (Deboer et al. 2007). In contrast to rats, humans can change these light conditions themselves – for example, by pressing a light switch. A changing light condition then becomes willful behavior of the switch-pressing human, and that behavior will alter patterns of gene expression involved in the biological clock. Now it is a small step to envision a feedback loop between genes and behavior: A person who has sleep problems due to dysregulation of the biological clock may keep the light on at night, thereby intervening directly in the gene expression involved in the circadian rhythm, which may lead to further sleep problems. Thus, this relatively simple example already features effects that run from behavior to genes, as well as from genes to behavior (see also Kendler 2005). Such examples clearly establish that, even if one takes the world to feature a bottom-up merological ordering in levels (atoms make up molecules, which make up cells, which make up brains, etc.), this does not imply a parallel causal ordering (e.g., chemistry → biology → psychology; see also Eronen [2013] and Wimsatt [2007]).

Human beings are the most complicated systems ever studied in science. In certain cases, the optimal way of studying such systems is to take them apart to see how each individual component works and what it is made of. However, in other cases, a research strategy that is holistic is more likely to bear fruit. By holistic we mean a research strategy that is focused on the interaction between parts rather than on their individual realization. Mental disorders likely involve feedback loops that cross all of the traditional divides.
between levels of explanation, none of which can claim the status of "basis" for the others; many of these feedback loops may well be driven by the basic rationality that characterizes human beings. Network theory offers tantalizing possibilities to integrate the biological, psychological, behavioral, and environmental mechanisms that create causal relations between symptoms. In that sense, they may offer a starting point for bridging the Cartesian schism that has divided the mental and the biological realms in psychopathology research for so long.

Notes
1. This characterization of reduction is somewhat simplified. One can question whether even these hallmark reductive explanations are in fact successful and, if so, in what sense (e.g., see Bickle 1998; Eronen 2013; Fodor 1974; Schaffner 1974; Wimsatt 2007). In the current context, however, we take the charitable – and in our view, sensible – position that the cited examples do provide successful reductive explanations.
2. Note that, in the present context, such identification does not necessarily mean that the entire causal process by which the biological root cause operates is known, just that it has been established as a root cause.
3. https://www.nimh.nih.gov/about/directors/thomas-insel/blog/2014/a-new-is-known, just that it has been established as a root cause.
4. The exact force of the multiple realizability argument vis-à-vis intertheoretical reduction is contested (e.g., see Bechtel & Mundale 1999; Bickle 1998; Eronen 2013; Fodor 1974; Gillet 2003). However, we do not need to take sides on this issue. In the current context, we take the charitable – and in our view, sensible – position that the cited examples do provide successful reductive explanations.
5. Note that this does not imply that all medical accounts are adequately captured in the common-cause model (Guloksuz et al. 2017), just that the common-cause explanation plays a very important role in medicine (Hyland 2011).
6. This comparison is not just metaphorical; the Ising model used to identify network structures (Van Borkulo et al. 2014) is, in fact, mathematically identical to models for magnetism and, as understood in terms of network dynamics, features largely the same phenomena (Cramer et al. 2016).
7. The exact force of the multiple realizability argument vis-à-vis intertheoretical reduction is contested (e.g., see Bechtel & Mundale 1999; Bickle 1998; Gillet 2003). However, we do not need to take sides on this issue. In the current context, it is sufficient to establish that multiple realizability almost certainly obtains to some extent in psychopathology networks. This is because, even if multiple realizability should not block reduction in principle (i.e., if symptom networks are not wildly disjunctive so that with infinite time and money one could find all of the realizing conditions involved), its existence makes explanatory reductionism pragmatically unattractive.
8. During the review procedure of this article, we learned that Tabb and Schaffner (2017) independently also developed an explanatory account referring to Dennett’s notion of real patterns. Our analyses are complementary, although Tabb and Schaffner put slightly more emphasis on the pragmatic aspect of Dennett’s approach.
9. Dennett could be called a reductionist in that he holds that there is no such thing as “intrinsic intentionality,” as opposed to “derived intentionality” (Dennett 1997). Also, he claims that the intentionality that can be ascribed to human beings ultimately originated from characteristics that can be described (only) by means of the design and the physical stances (Dennett 1997; for a critical response to this idea, see Searle 1998, p. 90–91). However, Dennett is clearly an anti-reductionist in the sense we are concerned with here. He argues that intentional explanations have independent value: they are not derived from, nor shorthand for, lower-level explanations (Elton 2003). Recent analyses have also stressed the compatibility of Dennett’s position with the minimal realism involved in interventionist conceptions of causation that nicely match the network paradigm (Eronen 2017).
10. Note that the interactions described here do not imply gene-environment interaction effects in the sense of common models for population statistics, which operate on individual differences (Franić et al. 2012). This is because they may be invariant over individuals and, hence, may not produce individual differences at all.
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Abstract
Reductionist thinking in neuroscience is manifest in the widespread use of animal models of neuropsychiatric disorders. Broader investigations of diverse behaviors in non-model organisms and longer-term study of the mechanisms of plasticity will yield fundamental insights into the neurobiological, developmental, genetic, and environmental factors contributing to the “massively multifactorial system networks” which go awry in mental disorders.

The problems identified by Borsboom et al. with regard to reductionism in neuropsychiatry are evident in the widespread use of animal models of mental disorders in modern neuroscience. Neuroscience research focused on psychiatric disorders is dominated by studies using a small number of species – predominantly, artificially housed inbred strains of laboratory mice. This work uses selective breeding, genetic engineering (to produce transgenic lines or mutant knockouts), targeted lesioning of the brain, or manipulations of the environment to recapitulate the plausible causative factor(s) thought to underlie a given diagnosis, or at least the neural or behavioral pathologies which characterize the human disorder.

Unfortunately, these animal models often are found to have weak correspondence to the phenomenology of the neuropsychiatric disorder in question (weak validation), and drugs developed using these models often have limited efficacy (poor predictive validity) (Markou et al. 2009; Nestler & Hyman 2010). For example, despite hundreds of supposed mouse models of autism spectrum disorder (ASD), no pharmacological interventions have yet been found that markedly improve ASD’s characteristic deficits in either social interaction or repetitive behavior (Kazdoba et al. 2016; Varghese et al. 2017). Furthermore, several widely used animal models of depression (e.g., tests of behavioral despair or learned helplessness, such as forced-swim or tail-suspension tests) map poorly to the pathologies of chronic depression, which also include symptoms such as anhedonia, disruptions of sleep, and changes to psychomotor behavior. And, of course, animal models will never be able to recapitulate symptoms that are central to many neuropsychiatric disorders: the content of mental states. It is hard to imagine a mouse that experiences ruminition, guilt, shame, or existential ennui.

Unfortunately, the reductive emphasis on rodent models of human mental disorders in neuroscience may be hindering the development of more safe and effective interventions for psychiatric patients. While much can be learned from neuroscience research which attempts to understand the genetic, anatomical,
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Abstract

Borsboom et al. discuss the implications of network structures for neurobiology-based reductionism, but inherent in the network approach is that dimensional models of psychopathology are untenable as well. Insofar as mental disorders are complex dynamic constellations of symptoms, the “trait reductionism” of dimensional psychopathology frameworks suffers from the same limitations as neurobiological reductionism.

Just as the existence of biological correlates of mental states does not imply that those biological processes impel the mental states with which they covary, the existence of trait correlates of mental states does not mean that these mental states are accounted for by trait descriptors. Inherent in the network approach of Borsboom et al. is that the “trait reductionism” of dimensional models of psychopathology cannot provide a complete explanation of psychological dysfunction and distress.

1. Neurobiological reductionism and trait reductionism

The Diagnostic and Statistical Manual of Mental Disorders (DSM) and International Classification of Diseases (ICD) have traditionally conceptualized psychological disorders categorically, but in recent years limitations of polythetic diagnoses based on combinations of symptoms have become increasingly apparent (e.g., heterogeneity within categories, excessive comorbidity across syndromes; see Herpertz et al. 2017). As a result, dimensional models of psychopathology have been presented as a psychometrically superior approach. Typically, these models conceptualize psychological syndromes using a series of trait dimensions, with patients assigned severity ratings that are combined into a trait profile to capture the central elements of a particular disorder. The Hierarchical Taxonomy of Psychopathology (HiTOP) is the most influential dimensional model currently in ascendance (Kotov et al. 2017), but others have been developed as well (e.g., Krueger & Markon 2014). It is clear that the next editions of the diagnostic manuals will implement dimensional frameworks for conceptualizing and diagnosing psychological disorders.

Like neurobiological models, trait models make intuitive sense to researchers and laypersons. Like neurobiological models, trait models capture one element of psychological dysfunction, but they cannot explain psychological disorders in all of their complexity. Borsboom et al.’s network model not only provides important context for understanding the strengths and limitations of neurobiological models, but of trait models as well.
2. Three neglected issues

Kotov et al.’s assertion that “not a single mental disorder has been established as a discrete categorical entity” (Kotov et al. 2017, p. 457) requires an exceedingly narrow definition of “categorical” (i.e., a wholesale shift in impairment once a threshold is met, along with virtually no symptomatic overlap or comorbidity with other syndromes). A number of categorical diagnoses in medicine (e.g., hypertension, autoimmune disorders, various pulmonary conditions) and psychology (e.g., anorexia, depression, narcissism) have imperfect thresholds and fuzzy boundaries, but are nonetheless clinically useful (see Hutchinson & Romero 2016; Lekkas & Mikhailov 2010). Kotov et al.’s (2017) statement illustrates the importance of taking a more nuanced and critical stance in evaluating the strengths and limitations of different frameworks for conceptualizing and quantifying psychological dysfunction. Three issues are crucial in this effort.

2.1. A focus on process

Like neurobiological models, trait models do not capture cultural influences on the experience and expression of psychological distress, nor do they make a priori predictions regarding elements of the environment that exacerbate psychopathology and moderate its severity. Studies using ambulatory assessment techniques have documented trait-driven contextual variations in responding (Wright et al. 2015); however, a complete understanding of psychological dysfunction requires use of experimental methods in which aspects of the environment are manipulated and the impact of these manipulations on cognition, behavior, and affect is assessed. Such studies exist (e.g., Bornstein 2011; Horvath & Morf 2009), and while their results are not easily accommodated by trait models, they fit well with the network approach which specifies relations among elements in a network and generates predictions regarding how altering one feature of that network will affect other elements of the system.

2.2. Reification and misplaced concreteness

Just as the existence of biological correlates of mental states does not imply that those correlates account for the mental states with which they covary, the existence of trait correlates of mental states does not mean that mental states are accounted for by traits. Resistance to acknowledging the metaphoric underpinnings of neurophysiological constructs (e.g., “brain activity”; “cortical arousal”) and psychological concepts (e.g., “disinhibition”; “neuroticism”) can lead to “the error of misplaced concreteness” (Gargiulo 1998, p. 416) wherein descriptors are treated as immutably concrete rather than descriptive labels. The search for useful metaphors is a key feature of scientific inquiry that cuts across disciplines (e.g., natural selection, molecular bonding, working memory), but these labels can have negative consequences as well (Bornstein & Becker-Matero 2011). Just as certain neurobiological metaphors (e.g., “neural circuits”) are so familiar that they have taken on the appearance of concrete reality, the same is true of widely used trait metaphors (e.g., “facets of antagonism”).

2.3. Statistical integration and cross-method generalizability

Studies examining the underlying structure of psychological dysfunction using taxometric procedures suggest that continuous latent variables outperform categorical latent variables with respect to model fit and replicability (Haslam et al. 2012). When other statistical methods are used (e.g., latent class analysis, finite mixture modeling), some symptom clusters and dysfunctional behavior patterns coalesce into replicable individual differences that have qualities of network structures (Hallquist & Pikonis 2012; Yun et al. 2013). Psychopathology researchers must use a broader range of methodologies to capture patient functioning on multiple levels, including dynamics not amenable to self-report. Use of contrasting assessment methods that engage different psychological processes should be the norm within, as well as between, studies (Hopwood & Bornstein 2014).

3. The integrative potential of network structures: Beyond psychological dysfunction

As Borsboom et al. have noted, insofar as mental disorders arise from the causal interplay among symptoms, it is unlikely that psychological syndromes can be explained conclusively in neurobiological terms. The same is true of trait frameworks, which do not provide a complete explanation of complex psychological phenomena. Looking ahead, network structure models may be a useful integrative framework linking psychological dysfunction with adaptation and impairment in other domains as well. Findings have documented that psychological and physiological processes interact to influence illness risk and moderate disease outcome (e.g., Cromer & Villodas 2017); as network structure models expand across multiple contexts, they have the potential to enhance our understanding of the intra- and interpersonal dynamics that moderate health and illness – biological as well as psychological.
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Abstract

Culture contextualizes the contents and intentionality of many mental statuses. Cognitive mediation of cultural information shapes these contents and intentionalities, as well as many of the false beliefs of pathology. Flexibility of cognitive mediation processes and resulting beliefs and pathologies may vary by individual, be a key mechanism of the feedback loop, and help characterize network connections.

Many psychiatric disorders may be better explained by nonreductive, network models, as exemplified by Borsboom et al. in the target article, than by reductionist models that condense or dismiss distinct but interrelated cognitive processes. The influences of
culture and individual social flexibility on mental disorders and outcomes are among the processes that network models can robustly account for. We agree with the authors’ descriptions of the interplay between mental state contents and culture in symptom networks. To further enrich the discussion, we examine (1) the relevant details of the relationships between mental state contents and culture; (2) how these relationships might arise and feed back into themselves; and (3) the implications these relationships have for further defining appropriate network models.

Culture influences the causal relationship between symptoms in a network model. Culture also largely shapes the contents of mental states and intentionality of many mental states (e.g., Ambady & Bharucha 2009; Ramos-Sánchez & Atkinson 2009; Varela & Shear 1999). The network relationships between symptoms appear causally related once their contents and intentionality are understood (Borsboom et al. in the target article, and see also Borsboom 2008). In the example by Borsboom et al. in the section on “the content of mental states” (sect. 5), someone who believes the Central Intelligence Agency (CIA) is watching will close the curtains. According to their line of argument, the CIA watching would be part of the cultural influence of being a patient in a country where the CIA is a relevant entity, such as the United States; however, the intentional act of closing the curtains and withdrawing from social life is also part of the cultural effects. These actions may be considered comprehensible in the United States, for example, because of the cultural interpretation of how to obtain safety from governmental agencies. Alternative actions, such as becoming hypersocial to find safety by remaining in a large group of people, may be equally understandable in a cultural context where groups are perceived as safer than isolation. This interpretation harmonizes recent findings in cultural psychiatry, such as variations in hallucination experiences of psychotic patients (Luhrmann et al. 2014), with findings in neuropsychiatry and on real-world patient behaviors (Bowie et al. 2008; Menon & Uddin 2010).

Culture, of course, is characterized by numerous continua of common beliefs and behaviors (Kemmelmeier & Kühnen 2012), and one must also ask how an individual decides which culturally informed behaviors to adhere to. Cognitive mediation of cultural information is arguably a key process that gives rise to the contents and intentionality of mental contents as well as many of the false beliefs that contribute to pathology (Crafa & Nagel 2013; in press; Kitayama & Uskul 2011). Cognitive mediation in this context refers to the process of identity and belief construction based on consciously or unconsciously subscribing to or rejecting information in the sociocultural environment. Because social information is continuously encountered throughout the lifespan, this process is a feedback loop that constantly feeds into itself, but that also shapes the biological, neurological, and psychological constitution of the individual (Crafa & Nagel 2013; in press). New social experiences may reinforce or alter existing biological, neural, and psychological processes by providing both information and impetus. For example, the reification or undermining on the levels of existing beliefs, neural networks, or behavioral outputs changes what information in the social environment is experienced (e.g., other people respond differently to you depending on how you think and behave) and perceived (e.g., if you believe the CIA is after you, you will attend to different environmental information and interpret that information differently than you might otherwise) (Archpru Akaka & Chandler 2011). The information in the social environment that is experienced and perceived then feeds back, either reinforcing or undermining existing processes, and the cycle continues ad mortem. This feedback loop shapes neural networks, behavioral outputs, and other biopsychological processes.

When examining the relationship between mental disorders and cognitively mediated feedback loops, individuals vary substantially in their abilities to adapt to novel or dynamically changing social situations (Folke et al. 2010). Social rigidity and hyperflexibility are symptoms of many disorders, such as obsessive-compulsive disorder, autism, and schizophrenia (Bliksted et al. 2014; Chamberlain et al. 2009; Geurts et al. 2009). From the perspective of a network model, it is useful to consider rigidity and hyperflexibility as parts of a single continuous trait of social flexibility. Where an individual falls on this continuum of social flexibility is informative for understanding whether exposure to new social information will reinforce or undermine existing processes to larger or smaller extents. Thus, in turn, an individual’s degree of social flexibility may indicate how mental contents or intentionality might continue to develop across the lifespan and the magnitude of those changes. In other words, not all feedback loops are created equal. Considering the role of social flexibility as a key feature of any feedback loop can help further characterize the development, strength, and possible trajectories of network connections, and further specify how we can understand the complex reasoning of individual patients as well as the relationship between their reasoning and their underlying neurobiology.

The impact of culture on the contents of mental states and how a person cognitively mediates those experiences may vary depending on how flexible a person is. Understanding variations in human flexibility can be informative for characterizing and potentially predicting the impact network relations may have on the trajectory of individual mental states. Network models of psychiatric disorders will benefit from the inclusion of these interrelated processes in order to ultimately better understand the patient.

Beyond reduction with the representation: The need for causality with full complexity to unravel mental health

Martin Desseillesab,c,d and Christophe Phillipsab,e

aGIGA Cyclotron Research Centre (CRC) in vivo imaging, University of Liege, Liege B-4000, Belgium; bDepartment of Psychology, University of Namur, Namur B-5000, Belgium; cClinique Psychiatrique des Frères Alexiens, Henri-Chapelle B-4841, Belgium; dTransition Institute, University of Namur, Namur B-5000, Belgium; and eGIGA in silico medicine, University of Liege, Liege B-4000, Belgium.

martin.desseilles@unamur.be c.phillips@uliege.be
http://mentalhealthsciences.com/index_en.html

doi:10.1017/S0140525X18001267, e6

Abstract

In this commentary on Borsboom et al.’s target article, we argue that researchers should be aware of the historical development of models in neuroscience. Considering the importance of causality in anatomo-clinical approach and stressing the complexity of mental phenomenon, we provide new insight on reductionism and representation limitation.
In the course of neuroscience history, and despite the multiplicity of studies carried out, the physiology of the nervous system was often conceived and developed along two distinct ways. These two paths coexisted for many years and were already in the work of Herbert Spencer (1864–1867). Between, on the one hand, the reaction or the reflex and, on the other, the spontaneous activity and the activity of the psyche, the evolution of the physiology of the nervous system reflects two conceptions of neuroscience. First:

With Ivan Sechenov, Claude Bernard, Charles Richet, and Ivan Pavlov, the study of psychic reflexes leads to the definition of the concept of conditioning as an adaptive learning mechanism, by strengthening a permanent association between a conditioned stimulus and a physiological response, whose function is anticipation. It is with the rise of cybernetics, after the Second World War, and the central role of France in the East-West rapprochement in neurophysiology, that this line of research leads to the definition of adaptive neural mechanisms of learning as strengthening synapses. (Barbara 2008, pp. 2–3)

Second:

In an opposite way, biologists, ethnologists, psychologists and neurologists characterize the adaptation of organisms by structured and innate psychic processes, which are part of the history of animal species, and not only of interactions with the animal’s environment. In a Spencerian spirit, the British neurologist of the second half of the nineteenth century, John Hughlings Jackson (1835–1911), proposes hierarchical and organized psychic functioning, that is to say, elaborated over generations, and which can undergo degradations during pathological phenomena. This model leaves room for reflexes and automatics, but mainly describes sensory-motor integration and coordination at a higher level by prefrontal areas. Jackson comes to admit that the study of the intellect is distinct and parallel to that of reflexes. (Barbara 2008, p. 3)

Beside these two paths, Francisco Varela (1946–2001) proposed his theory of enaction. This other adaptation model proposes that cognition is the permanent production of the world that emerges in the subject through the establishment of neuronal connections during a history that is not interrupted (Varela et al. 1991; cf. Barbara 2008). Thus, enaction theory conceives of the mind by emphasizing how the body and mind organize themselves and interact with the environment (Varela et al. 1991). In the same line, Stanislas Dehaene proposed that neural structures might serve predefined different fundamental functions such as reading languages and adapting to particular forms of writing (Dehaene 2007). Similarly, Collignon and colleagues showed that a new shape of the functional architecture and the connectivity of the visual cortex could take place during developmental periods of visual deprivation (Collignon et al. 2013). So, re-use of neurons would be a larger general phenomenon consisting in the diversion of cognitive functions formerly used for other purposes towards a new use in the context where the environmental conditions are new (Barbara 2008, de Ricolles 2015). This “neural recycling” of Dehaene or the reshaping of Collignon et al. is similar to Steven Jay Gould’s concept of exaptation. In their proposal, Borsboom et al. are not crystal clear whether they place their model in any of the historical pathways of neuroscience. Their proposal seems disembodied and a metaphor for psychic singularity. As such, the cognitive way would seem the option they implicitly choose. However, in the absence of causality, their model would be rather separate and apart from any adaptation or evolution model.

The representation proposed by Borsboom et al. in a graph with subjective and objective factors placed on the same foot is only a reductive visual illustration of a complexity encountered daily in clinical practice. The printed representation of a subset of factors involved in psychic illnesses seems limited compared to mental associations of the clinician. Hence, metaphor and graphical representation might reassure those unacquainted with the clinical work. Indeed, beyond a seemingly superficial reflection that remains always subjective, a meticulous work of analysis and professional reflection takes place. In the same way that writing and speaking reduce and constrain concepts and perceptions, graph representation remains a drastic reduction both of the patient’s suffering and of the clinical relationship. According to Edgar Morin, “We are still blind to the problem of complexity” (Morin 2005, p. 24). Complexity requires that we try to understand the relationships between the whole thing and the parts of the whole; however, knowledge of the parts is not enough to know the whole. Thus, for the principle of reduction, we substitute a principle which conceives the relation of mutual implication between the whole and parts. Generalized complexity would thus be a paradigm that would require the combination of a principle of distinction and a principle of conjunction. If, according to Morin, we have learned from our education to separate more than to connect, to know is both to separate and to connect. We must therefore make an effort to connect the parties to each other in all areas. Thus, in order to think complexity, we need a complex thought that connects more than it cuts out knowledge in fields exclusively centered on an object. According to Morin again, we must reject the paradigm of classical thought which was well formulated by Descartes and which is based on the disjunction between, for example, spirit and matter. A paradigm of complexity associating distinction and connection in mutual involvement should replace this separation (Juignet 2015). Thus, one of the epistemological consequences of complexity is that science is invited to become multi- and even transdisciplinary. In the context of Borsboom et al.’s proposal, the non-consideration of causality and the equalization of the different factors involved in mental pathology suggests a transdisciplinary view of complexity, focusing on the link between parties; however, it reduces the distinction between different areas and therefore erases their specificities. In other words, Borsboom et al. substitute complex interactions with simple linear correlations.

Medicine has relied on the search for causality using the anatomico-clinical approach, whether at a macro or micro level. This approach led to the identification of treatment to care for patients when it is not possible to cure them. However, in mental health, the approach was based on parallel movements of (1) hypotheses generation on mental functioning through metaphors (i.e., cybernetic, psychoanalytic, biological, and so on) that gave rise to various research protocols (either connectionist or cognitivist models, as described previously); and (2) redefinition of mental illness through pharmacological compounds efficacy, such as depression (with antidepressants) or anxiety (with anxiolytics). In the biological model of mental health, the use of dynamic causal models (Dessalles & Phillips 2016) makes it possible to represent brain functioning with directional graphs maintaining a causal dimension that seem crucial to the medical approach. As opposed to Borsboom et al.’s proposal, recent original models intuit that complexity of mental phenomenon might be emerging from biological models involving causal interactions (Friston 2010).

In view of all of the points discussed previously, we argue that causality with full complexity should be the approach of choice for unravelling mental health complexity.
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Abstract

Progress in psychiatric research has been hindered by the use of artificial disease categories to map distinct biological substrates. Efforts to overcome this obstacle have led to the misconception that relevant psychiatric dimensions are not biologically reducible. Consequently, the return to phenomenology is once again advocated. We propose a process-centered paradigm of biological reduction compatible with non-reductive materialism.

Historically, biomedical research has oscillated between two principle scientific paradigms: mapping of phenomena to remote causes versus rejecting the intelligibility of such remote causes and pursuing a taxonomy on the level of the phenomenon (Zachar & Kendler 2017). Most medical fields have settled successfully on the former paradigm, but in psychiatry, the pendulum continues to swing. The rejection of a biological reduction of psychiatric phenomena and the retreat to discretional mapping of symptoms, as follows from Borsboom et al.’s argumentation in the target article, is in line with the currently observed swing-back of the pendulum to the latter paradigm. This motion is motivated by the valid negative critique of the limited therapeutic success that biological research in psychiatry has had and is conceptually grounded in non-reductive materialism.

Specifically, the authors argue: “Currently, there is no compelling evidence for the viability of reducing mental disorders to unique biological abnormalities” (target article, sect. 1, para. 4). They conclude that this reasons against distinct biological causes for mental disorders. Although we agree with the premise, both from an empirical and a theoretical perspective, we do not agree that the conclusion is justified. Both historical evidence from biological reduction in other fields of medicine (Kotchen 2011) and the principle of minimal assumptions (Ockham’s razor) favor the alternate conclusion that it is not the assumption of biological causes, but the artificial and arbitrary labeling of mental disorders that is problematic. Artificial, ever-changing definitions are unlikely to lead to a biologically coherent cause – or biological correlate (Katohira & Yamashita 2017). We agree with Borsboom et al. that a research paradigm that tries to unravel the causes of such artificial entities is flawed by essentialism; however, shifting the focus from disorders (i.e., symptom-aggregates) to symptoms inherits the problem of essentialism: For what is a symptom? A symptom is merely a verbal subjective or behavioral consequence of a (dysfunction in a) given process/system. In analogy to other organ systems, the relationship between disturbance in such a process and reported symptoms may be nonlinear and heterogeneous/pleiotropic. In accordance with the authors, this relationship might set off a cascade of interactions that, together, affect the course of illness. In this sense only, the symptom-networks approach, as advocated by the authors, precludes biological reduction (as does the partial-reduction approach that the authors propose). Instead of abandoning biological reduction altogether, or continuing the hunt for biological substrates of artificial entities, why not follow the formula that has proven most successful in all other medical disciplines?

For example, the cardinal symptom in cardiology, chest pain, does not reflect any relevant biological substrate, but emerges from a variety of causes (from heart ischemia to intercostal neuralgia) (Lenfant 2010). What has paved the road to reduction in this discipline was a paradigm shift toward the concept of processes (physiology and pathophysiology) (Granger et al. 1998). Symptoms, formerly the sole means of establishing a diagnosis, now merely serve as a guiding torch, but the characterization of patients takes place directly at the level of these processes (e.g., ECG). An approach based on the understanding of how a quantitatively measurable physiological process (myocardial oxygen delivery and extraction) can be disturbed (sclerotic plaque) and how this unreliably maps to specific symptoms (from none to severe chest pain or abdominal symptoms), has only recently started to be developed in psychiatric research (Friston et al. 2017; Peters et al. 2017; Stephan et al. 2016).

Translated into the context of psychiatry, these processes will need to reflect relevant classes of computations that the brain performs to maintain the organism’s homeostasis (Friston 2010). The definitions of such processes (e.g., reward prediction processing, salience monitoring, or executive functioning), as continuous functional entities cannot be derived directly from symptom properties. Instead, they need to be informed by comparative physiological and functional anatomical studies across species and through investigations in healthy individuals.

One model of such a process that has attracted recent attention is the process of reward prediction, representing a proposed fundamental neural computation that takes place at multiple hierarchical levels (from sensory input to higher-order associations) and serves to update the brain’s model of the world in the face of new evidence (sensory input) (Keiflin & Janak 2015). Although these processes span a space in which subjective, reportable experience might correlate with individual variance along these axes (e.g., prediction error and feeling of surprise), the success of reduction will have to be evaluated by the utility of direct assessment and manipulation with regard to relevant outcomes.

In Figure 1, we illustrate exemplary dimensions of a putative process and how we envision its non-unique relationship to commonly used symptoms.

Whether a process-centered approach will yield a complete description of mental states (in terms of content) in material terms within an individual’s brain is not relevant for psychiatric research or praxis. Relevant are the dimensions of mental states, such as anxiousness, vigilance, or relation to reality. Importantly, acute manipulation along these dimensions – for instance, pharmacologically – is possible (e.g., benzodiazepines, propofol, or LSD, respectively).

Conceptualizing psychiatric phenomena as the result of disturbances in functional brain processes allows us to overcome another limitation that Borsboom et al. suggest as intangible with biological reduction: accounting for social and normative
Networks, intentionality and multiple realizability: Not enough to block reductionism
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Abstract

Borsboom et al. propose that the network approach blocks reductionism in psychopathology. We argue that the two main arguments, intentionality and multiple realizability of mental disorders, are not sufficient to establish that mental disorders are not brain disorders, and that the specific role of networks in these arguments is unclear.

We are sympathetic to the idea that mental disorders are not just brain disorders, and the target article by Borsboom et al. does an excellent job in conveying this antireductionist message to the psychological community. However, in this commentary, we will show that the two main arguments provided (more specifically, intentionality and multiple realizability of symptoms) are not yet sufficient to block reductionism, and moreover, that defending antireductionism does not require taking a network perspective.

The core idea of the network approach is that mental disorders should be seen as networks of causally interacting symptoms. A new insight that the authors put forward in the target article is that symptoms also often have intentional content (i.e., they are about something) and are meaningfully connected to one another, and that these contents and connections are not visible at the biological level. This seems to make explanatory reductionism impossible or, at least, very unlikely.

However, this intentionality argument is unlikely to sway a sophisticated reductionist. She could accept the importance of intentional contents and their meaningful relationships, but nevertheless argue that the real causal work is done by brain states. For example, it is pragmatically useful to describe and predict human behavior in terms of beliefs and desires, but this is consistent with the idea that the real causes of behavior are biological or neural (this was, roughly speaking, Dennett’s [1987] original view on intentional explanation). That is, even though the intentional contents of symptoms may have an important pragmatic or predictive role in studying mental disorders, they need not figure in the causal mechanisms of mental disorders. This can be illustrated with an analogy: The Ptolemaic system of astronomy, in which Earth is at the center of the universe and planets follow circular trajectories with epicycles, was a very useful predictive and descriptive tool for centuries, but as a representation of celestial mechanics it is radically false.

Thus, in order to block reductionism, it would have to be shown that intentional states are not only pragmatically important, but are also part of the causal mechanisms of mental disorders. One step toward this would be to show that intentional states as such, and not just the underlying brain states, can be treated as (interventionist) causes, and can have genuine causal relevance (along the lines of Eronen 2017; see also Note 9 in the target article). A second step would then be to show that...
the particular intentional states that appear in psychopathological networks actually satisfy the conditions for causal relevance: For example, by showing that intervening on the intentional content of a symptom, while holding other factors fixed, would result in a change in another symptom. For this purpose, the models presently used in the network approach (e.g., vector autoregressive models or Markov random fields) are not yet sufficient, as they are not causal models, and the extent to which they give causal information is unclear (e.g., Bultheel et al. 2016). Moreover, even if a reductionist is forced to accept that symptoms with intentional contents are real causes, she could still maintain that these higher-level causes will in the end be reduced to neural or biological causes. Thus, more is needed to stop reductionism.

Indeed, Borsboom et al. anticipate this kind of response, and in order to counter it, argue that mental states (in this case, symptoms with intentional contents) are multiply realizable: A given mental state can be realized in different ways in different individuals, which seems to make it impossible to identify it with a single biological state. However, also this between-individuals multiple realizability is not yet enough to block explanatory reductionism. Even if “fear of heights” is realized by brain state X in John, but by brain state Y in Mary, it can still be locally reducible: “Fear of heights” is brain state X in John’s case, and brain state Y in Mary’s case (Kim 1992). That is, even though “fear of heights” may not be identical to a single brain state, in each specific context it could be locally reduced to a specific brain state (e.g., “fear of heights” in John is identical to a brain state X). This is sufficient for explanatory reductionism: For example, temperature is widely regarded to be a reducible property, although it is realized in a different way in a solid, gas, or plasma (Bickle 2016). More generally, Polger and Shapiro (2016) have recently put forward a book-length skeptical account on the relevance of multiple realizability, arguing that most putative cases of multiple realizability can be explained away by a closer look at the scientific details. Thus, multiple realizability is unlikely to provide a strong foundation for the irreducibility of symptoms or networks.

Finally, we would like to point out that taking the network perspective is not necessary for defending antireductionism in psychopathology. Debates on intentionality and multiple realizability of mental states have a long history in philosophy of mind, and the same applies to the other arguments put forward in the target article (e.g., the context-dependence and individual variation of mental states). Thus, these arguments predate the recent network approach, and are not tied to it. What seems to be different compared to the earlier philosophical literature is that now the focus is on symptoms and their meaningful connections, and not just on intentional states in general. However, it is not clear why networks would play an indispensable role in this kind of reasoning: Studying mental disorders by focusing on psychological symptoms and their meaningful connections does not require using network models or conceptualizing mental disorders as network structures (e.g., Bringmann & Eronen 2018; Miller 2010; Persons 1986). Thus, the specific and distinctive role of networks in the antireductionist arguments still needs to be clarified. Until this is done, there seems to be no need to adopt the recent network approach in order to argue that mental disorders are not brain disorders.
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Indeed, not really a brain disorder: Implications for reductionist accounts of addiction

Matt Field, Nick Heather, and Reinout W. Wiers

Abstract

Borsboom et al.’s formulation provides an opportunity for a fundamental rethink about the “brain disease model” of addiction that dominates research, treatment, policy, and lay understanding of addiction. We also demonstrate how the American opioid crisis provides a contemporary example of how “brain disease” is not moderated by the environmental context but is instead crucially dependent upon it.

The dominant explanation of addiction (substance-use disorder) is that it is an acquired brain disease (Lesher 1997; Volkow et al. 2016). In recent years, many academic researchers, clinicians, and philosophers have objected to this characterization (e.g., Davies 2018; Heath 2018; Heath et al. 2018; Levy 2013; Lewis 2017; Satel & Lilienfield 2014). We commend Borsboom and colleagues for outlining a convincing alternative to biological reductionism as an explanation for mental and behavioral disorders. In this commentary, we outline how their approach provides the foundation for a fundamental rethink about the role of the brain in addiction, one that is able to retain many of the important contributions of neurobiological research to our understanding of the disorder without the requirement to accept the “greedy reductionism” (Dennett 1995) inherent in the “brain disease model of addiction” (Volkow et al. 2016).

First, consideration of Borsboom et al.’s notions of rational relations and intentionality highlights the lack of explanatory power of the brain disease model of addiction. Current brain disease model of addiction accounts are able to characterise the molecular, structural, and functional adaptations in distinct brain regions that are correlated with distinct symptoms or “stages” of addiction, that is, multiple overlapping “brain diseases.” For example, Volkow et al. (2016) distinguish three recurring stages of addiction, each of which has a distinct neural substrate: (1) binge and intoxication, characterised by rapid learning about the incentive-motivational properties of the drug and associated cues; (2) withdrawal and negative affect, characterised by hyposensitivity of the brain reward system and an exaggerated stress response; and (3) preoccupation and anticipation, characterised by impaired decision-making and inability to resist strong urges.
Borsboom et al.’s notions of rational relations and intentionalityd can be applied to make sense of the addict’s behaviour and how it is related to, but not fundamentally determined by, the underlying neurobiological changes. For example, regarding intentionalitv, within the “withdrawal and negative affect” stage, one must invoke intentionalitv in order to understand why the addict uses the drug to manage negative mood (because the drug has provided short-term relief in the past), and why medications that can alleviate withdrawal symptoms, such as nicotine replacement therapy or methadone, can reduce tobacco smoking and opiate use, respectively (Mattick et al. 2009; Stead et al. 2012). Regarding rational relations, to give one example, the observed “impaired control” over substance use seen in the “preoccupation and anticipation” stage (stage 3) can be understood as a direct consequence of increased valuation of the drug coupled with reduced valuation of alternatives (to drug use) that characterise stages 1 and 2, respectively (Berkman et al. 2017; Heyman 1996). Thus, there is no requirement to interpret the observed structural and functional changes in prefrontal brain regions as indicative of “impaired ability to resist strong urges” (Volkow et al. 2016). Our point is that attempts to use neurobiological changes to explain behaviour can lead to very misleading explanations that are contradicted by behavioural data.

Second, consideration of intentionalitv can account for an important observation about the long-term course of addiction: Most addicts eventually recover from addiction, and most of those that recover do so without any treatment (Heyman 2013). If addiction is an acquired chronic brain disease, how can this be so? Demonstrations that addicts are less likely to recover if they believe that they suffer from a chronic disease (rather than, for example, an unhealthy habit that could be overcome; see Eiser & Van der Pligt 1986; Eiser et al. 1985; Miller et al. 1996) make sense when viewed through Borsboom et al.’s framework: Addicts can change their behaviour and give up drugs, but only if their attributions for their addiction permit them to do so.

Finally, we suggest that the current “opioid crisis” in the United States provides a pertinent demonstration that addiction can be primarily determined by the broader social, environmental, cultural, and historical context (cf. Hart 2013). The origins of this crisis coincided with the de-industrialization, economic decline, and urban decay in the “Rust Belt” and Appalachian regions (Quinones 2016). Together with alcohol poisonings, suicide, and chronic liver disease, increasing death rates from opioid overdose occurred among middle-aged, white, non-Hispanic men and women of low educational levels – the “deaths of despair” (Case & Deaton 2015). There is also a strong inverse correlation between levels of “social capital” in United States counties and age-adjusted drug overdose mortality (Zoorob & Salemi 2017).

More generally, there is evidence that deaths and emergency department visits related to opioid use vary with macroeconomic conditions (Hollingsworth et al. 2017). It could perhaps be argued that these variables exert their effects on rates of addiction merely by increasing the prevalence of drug use, so that more people are susceptible to the brain changes that then lead to the development of addiction. But in our view it is far more likely that the variables in question are significant elements in the kind of broad causal network that Borsboom et al. describe. For example, “people discover that opioids are an excellent short-term balm for existential maladies like self-loathing, emptiness, erosion of purpose, and isolation. Years of heavy use condition people to desire drugs at the first stab of distress” (Satel & Lilienfeld 2017). So, too, the easy availability of opioids, whether by prescription from local medical practitioners or through the skillful marketing of illicit suppliers (Quinones 2016), make attempts at behavioral change less likely, and relapse (if change is attempted) more likely to occur. The overarching point is that these broad contextual determinants should be regarded as part of the casual nexus of the disorder of addiction, not merely as “social factors” that might moderate the expression of an underlying brain disease.
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Abstract

The target article by Borsboom et al. proposes network models as an alternative to reductionist approaches in the analysis of mental disorders, using mood disorders such as depression and anxiety as examples. We ask how this framework can be applied to neurodevelopmental disorders such as autism spectrum disorder (ASD) and attention deficit hyperactivity disorder (ADHD). Specifically, we raise a number of promises and challenges when conceptualizing neurodevelopmental disorders as networks.

Neurodevelopmental disorders such as autism spectrum disorder (ASD) and attention deficit hyperactivity disorder (ADHD) are considered mental disorders: Diagnostic manuals such as the DSM-5 define them by behavioral characteristics and by the impact of those characteristics on daily-life functioning. Because of their high heritability, ASD and ADHD are also considered genetic and neurobiological conditions. As a result, the vast majority of research is trying to explain their genetic and neurocognitive etiology. However, using simple genetic models or a unified neurocognitive explanatory model, no one has been able to carve the neurodevelopmental disorders at their natural joints (Waterhouse et al. 2016). As such, they are exemplars of the thesis of Borsboom et al. that “findings [regarding the biology of mental disorders] have not been translated into convincing reductive explanations of mental disorders through central pathogenic pathways rooted in neurobiology, as many had expected” (target article, sect. 1, para. 3).
By looking at co-occurring symptoms and their relationships, instead of trying to find a common underlying cause, the network perspective also acknowledges that diagnostic boundaries are not always clear and that behavioral symptoms commonly co-occur. Hereby the approach gives place to a trans-diagnostic and more dimensional perspective, instead of the purely categorical approach. Moreover, applying a network approach to neurodevelopmental disorders not only challenges current reductionist approaches, but at the same time also offers a research strategy that does not deny the realness of the lived experience. For example, the network approach incorporates cultural and environmental contexts. Indeed, when we look at the conceptualization of autism through history, a shift can be noted of the behaviors that are considered “autistic,” and this probably also differs in different cultural contexts (Kim 2012). Also, new approaches such as enactivism and discoveries regarding epigenetics suggest that a conception of neurodevelopmental disorders as challenges that can be attributed solely to a malfunctioning in the individual is wrong because they also depend on their cultural and environmental context (De Jaegher 2013). The network approach also stresses the importance of intentional information – information about mental states – as conveyed by those with the disorder. This leads to a better Verstehen of what it means to have the disorder. Especially in specific types of research into the origins of neurodevelopmental disorders, the latter has been completely ignored. One only needs to look at the many mouse models for ASD or ADHD for examples of how the actual meaning of experience often has been neglected in favor of reductionist and mechanistic explanations.

We also pinpoint a challenge that may hamper a successful implementation of a network approach to the neurodevelopmental disorders: The symptoms that are historically associated with these disorders, and that are used as diagnostic criteria, may not fully grasp what is to be considered ASD or ADHD. In a network approach, symptoms do not co-occur because they are symptoms of a common underlying disorder, but because they directly influence each other. As an illustration, for ASD, one could say that the preference for repetitive behavior influences social interaction, and vice versa. Or for ADHD, being inattentive and being hyperactive may influence each another without being caused by one underlying condition that is ADHD. Although similar problems exist for mood disorders such as depression, especially with regard to neurodevelopmental disorders, the network approach will have to deal with a certain circularity: “I am hyperactive; therefore, I get a diagnosis of ADHD”; “I have ADHD; therefore, I am hyperactive.” This circularity suggests that, for many people diagnosed with a neurodevelopmental disorder, the symptoms used for diagnosis do not completely grasp or coincide with what they experience as being at the core of their disorder, and this mismatch or gap may be larger in neurodevelopmental disorders than in other mental disorders. Indeed, in recent years, we have seen an explosion of autobiographical accounts by persons with neurodevelopmental disorders. In fusing these three distinct ideas, Borsboom et al. conflate biological approaches to psychopathology. In muddling these concepts, they mistakenly throw the baby out with the bathwater. Here, we highlight recent work underscoring the unique value of clinical and translational neuroscience approaches for understanding the nature and origins of psychopathology and for developing improved intervention strategies.
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Abstract

Borsboom et al. confuse biological approaches with extreme biological reductionism and common-cause models of psychopathology. In muddling these concepts, they mistakenly throw the baby out with the bathwater. Here, we highlight recent work underscoring the unique value of clinical and translational neuroscience approaches for understanding the nature and origins of psychopathology and for developing improved intervention strategies.

Borsboom et al. conflate biological approaches to psychopathology with extreme biological reductionism and common-cause models of psychiatric illness. In fusing these three distinct ideas, Borsboom et al. use evidence against extreme reductionism and common causes to dismiss clinical and translational neuroscience – effectively throwing the baby out with the bathwater. But like the paper-and-pencil approaches favored by Borsboom et al., biological approaches do not necessitate either extreme reductionism or singular causes. And
while mental illness is undeniably based in brains and genes (Geschwind & Flint 2015; Turkheimer 1998), we agree with Borsboom et al. that biological interventions are not the only or even the best way of tackling every mental illness (Kendler 2012b; Lilienfeld 2014; Miller 2010). We also agree that psychopathology reflects the interaction of multiple contexts and causes – from molecular pathways to culture – with their relative importance varying across individuals, development, sexes, and disorders (Birnbaum & Weinberger 2017; Kendler 2012b; Shackman & Fox 2018).

The network framework championed by Borsboom et al. describes patterns among symptoms, but it fails to provide a deeper explanation – biological, cognitive, or computational – for where those patterns come from. With respect to risk and etiology, it focuses on symptoms, environmental factors (e.g., stress), and the connection strengths (covariance) among them. Although this framework can provide important new insights, it cannot explain why some individuals and their biological relatives are predisposed to experience specific symptoms in maladaptive ways or how environmental factors interact with particular symptoms to produce psychopathology. In contrast, biological approaches are beginning to do just that. For example:

1. Anxiety patients and individuals at risk for developing anxiety disorders show increased reactivity (Fox & Shackman, in press; Fox et al. 2015; Shackman et al. 2016b) and aberrant functional connectivity in the extended amygdala (Birn et al. 2014).
2. Like the anxiety disorders, extended amygdala function is heritable (Fox et al. 2015; 2018), associated with specific molecular pathways (Fox et al. 2012; Roseboom et al. 2014), and amplified by stress (Shackman et al. 2016b).
3. Heightened amygdala reactivity confers risk for the development of future internalizing symptoms, particularly among those exposed to stress (Shackman et al. 2016b).
4. Amygdala reactivity is amplified by exposure to the same kinds of stressors and psychological pathogens that can precipitate acute psychopathology (Shackman et al. 2016a; Shackman et al. 2016b).
5. Anxiolytics transiently dampen amygdala reactivity (e.g., Del-Ben et al. 2012) and amygdala damage markedly reduces signs and symptoms of fear and anxiety in humans, monkeys, and rodents (Feinstein et al. 2011; Oler et al. 2016).
6. Stimulation of the extended amygdala elicits subjective feelings of fear and anxiety in humans (Inman et al., in press) and heightened defensive responses to threat in monkeys (Kalin et al. 2016).

These observations motivate the hypothesis that circuits centered on the extended amygdala causally contribute to the development of maladaptive anxiety (Shackman et al. 2016a). Such observations are hardly limited to the amygdala and anxiety. Other work highlights the importance of ventral striatal circuits to anhedonia (Bewernick et al. 2012; Greer et al. 2014; Nugent et al. 2014; Pizzagalli 2014; Schlaepfer et al. 2008; Stringaris et al. 2015).

In rejecting common-cause models, Borsboom et al. neglect evidence that uncorrelated and dissimilar disease phenotypes can reflect common substrates (Kotov et al. 2017; Zhu et al. 2014), a pattern not readily explained by symptom-network models. Individual differences in amygdala metabolism, for example, are associated with both neuroendocrine and behavioral signs of anxiety – two phenotypes that are only weakly correlated with one another (Shackman et al. 2013). Likewise, lesions and other perturbations of the amygdala produce coherent changes in a range of disease-relevant phenotypes – neuroendocrine activity, passive avoidance, vigilance, and anxious feelings – suggesting that the amygdala-centered circuits represent a common cause (but likely not the only one) for some (but certainly not all) key features of pathological anxiety (Feinstein et al. 2011; Fox & Shackman, in press; Oler et al. 2016).

Mental illness imposes a staggering burden on global public health, and there is an urgent need to develop better treatments (Global Burden of Disease Collaborators 2016; U.S. Burden of Disease Collaborators 2018). Symptom-network treatment approaches represent, at best, incremental improvements over current clinical practice. Many, perhaps even most clinicians already focus more on symptoms and their interconnections than on DSM diagnoses and their myriad specifiers (e.g., Waszczuk et al. 2017). In contrast to symptom-network approaches, recent biological research highlights the possibility of developing completely novel interventions, reducing heterogeneity in clinical trials, more efficiently matching patients to treatments (“stratified medicine”), and more accurately predicting clinical course (Drysdale et al. 2017; Koutsouleris et al. 2018; Woo et al. 2017). Ongoing genomics research represents one of the few feasible paths to identifying and prioritizing new molecular targets, a prerequisite for developing improved drugs (Engelou et al. 2018; Gandal et al. 2016; Pankevich et al. 2014). In short, biological approaches afford opportunities for improving the lives of patients that go beyond those afforded by symptom-centric frameworks.

So where do we go from here? Borsboom et al. remind us that clinical and translational neuroscience has historically been oversold and under-delivered. (For a related perspective, see Gordon & Redish 2016.) Billions of dollars have failed to uncover new assays or cures (Shackman & Fox 2018). Although Borsboom et al. tell us that this reflects the futility of biological reductionism, a growing number of neuroscientists – including the architects of the National Institute of Mental Health Research Domain Criteria (RDoC) – have concluded that past underperformance reflects limitations of DSM diagnoses, rather than any intrinsic limitation of biological approaches (Gordon & Redish 2016; Kozak & Cuthbert 2016). Categorical diagnoses pose several critical barriers to discovering the nature and origins of psychopathology, including rampant comorbidity, low symptom specificity, marked disorder heterogeneity, and poor reliability (Conway et al. 2018; Fried & Nesse 2015; Galatzer-Levy & Bryant 2013; Hasin et al. 2015; Kessler et al. 2005; Olbert et al. 2014; Regier et al. 2013; Watson & Stasik 2014). Addressing these problems requires that we focus on understanding the computational, cognitive, and biological bases of circumscribed symptoms or symptom clusters (e.g., anxiety, anhedonia). This “symptoms-not-syndromes” approach (Fried 2015) would also align more naturally with mechanistic work in animals (Fox & Shackman, in press).

In conclusion, there is a real intellectual danger to adopting Borsboom et al.’s framework wholesale. Although symptom-network approaches are valuable, they steer us away from deeper explanations for why some individuals and their biological relatives are prone to particular symptoms. A more holistic approach – one that embraces both biological and non-biological approaches (e.g., assessing relations between symptom networks and neural circuits) – is likely to yield greater dividends for understanding the nature and bases of psychopathology and accelerate the development of improved interventions for patient suffering.
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Abstract

A network structure explains why reductionism is not possible for mental illness, but the same argument applies for the somatic symptoms of functional disorders. Because the covariation of symptoms of functional disorders cannot be explained in terms of symptom-to-symptom causality, explanation requires a network of biological mechanisms having emergent properties that cannot be reduced to biology.

Authors have argued for several years that psychology cannot be reduced to physiology because the emergent properties of the body cannot be deduced from biological theories (Bem & Jong 1987). The target article by Borsboom et al., which I will call a symptom network. Second, there are networks where the biological mechanisms that cause the symptoms are themselves part of a network, and which I will call a mechanism network. Symptom networks can occur without mechanism networks, but mechanism networks lead to the expectation that causality between symptoms will also form part of the network structure. Thus, mechanism networks are consistent with symptom networks but not necessarily vice versa.

Mechanism networks can be treated in two ways. First, because the mechanisms are biological, it may be assumed that they can be treated as any other form of biological theory. The mechanism network is simply a more complex form of biological theory than that normally envisaged in medicine, where cascades of chemical events are described in terms of a causal sequence of events (Sturmberg et al. 2017). From this perspective, the application of the network concept is consistent with a reductionist perspective and requires a biological approach to diagnosis and treatment. However, this reductionist approach fails to accommodate the emergent properties of networks. Networks have emergent properties because the behaviour of the network as a whole depends on the strength and rate of change between the different connections among the nodes of the network – not on the properties of the individual nodes or mechanisms. One of the emergent properties of networks is rule-following behaviour, which has been demonstrated elsewhere (Wolfram 2002).

Repetition of complex rules leads to complexity that cannot be predicted from an initial state. Therefore, the initial state of a biological network system cannot predict the outcome of that repetition when the network is of a kind that produces rule-following behaviour.

It is for the above reason that I and some others (Hyland 2011; Hyland 2017; Melidis et al. 2018; Martinez-Lavin et al. 2008) believe that functional disorders can be only partially understood in terms of biological – or psychological – theories and that a more helpful theoretical approach comes from the insights gained from artificial intelligence, machine learning, and complexity theory. That is, one should take an instrumentalist rather than a realist approach to the science of functional disorders, and develop theories that explain how particular patterns of events, both biological and psychological, produce the particular pattern of symptoms that are observed. The reason for assuming a mechanism network in contrast to only a symptom network is that covariation of some somatic symptoms of functional disorders cannot be explained in terms of symptom-to-symptom causality – for example, the covariation of diarrhoea and constipation of irritable bowel syndrome. However, there are many similarities between functional disorders and mental illness, so mechanism networks may also apply to both types of illness. Functional disorders and mental disorders are often co-morbid, and distinct diagnostic categories have been challenged for both types of illness (Wessely et al. 1999).

Mental illness and functional disorders share one important characteristic that has bearing on the issue of reductionism. For both types of illness, a unique pathophysiology has not, as yet, been identified, so diagnosis is based on symptoms. In the case of functional disorders, diagnosis is based on symptoms after exclusion of other biological causes of those symptoms. There are, of course, many biological differences between healthy individuals, on the one hand, and those with mental illness or functional disorders, on the other. For example, both exhibit a tendency (though not found in all cases) for raised pro-inflammatory cytokines, but there is no one-to-one relationship between a particular type of cytokine and a particular symptom. This failure to discover a specific pathophysiology is not for lack of trying, and continues to the present day. Prizes have been offered for a biological diagnostic test for chronic fatigue syndrome.
When something cannot be found but is known to exist, it may be that one is looking in the wrong place. Network theory suggests that the specific pathology of functional disorders – and there must be a different biological basis for each pattern of symptomatology – is not in any local mechanism, but in the strength of connections between the different mechanisms across the network. This possibility, for which there is preliminary support (Melidis et al. 2018), suggests that the specific pathophysiology is of a kind that will not be discovered using biology, and that it would be better to understand functional disorders – and mental illness – as a form of program error in a complex system. Although patients with mental health problems accept psychological interpretations of their illnesses, patients with functional disorders seldom do so (Stone et al. 2002), but they do find acceptable a narrative based on a program error (Hyland et al. 2016). Artificial intelligence may prove a better heuristic for the treatment of these troubling conditions than either biology or psychology.

Therapy and prevention for mental health: What if mental diseases are mostly not brain disorders?

John P. A. Ioannidis

Abstract

Neurobiology-based interventions for mental diseases and searches for useful biomarkers of treatment response have largely failed. Clinical trials should assess interventions related to environmental and social stressors, with long-term follow-up; social rather than biological endpoints; personalized outcomes; and suitable cluster, adaptive, and n-of-1 designs. Labor, education, financial, and other social/political decisions should be evaluated for their impacts on mental disease.

In the target article Borsboom et al. argue convincingly that mental diseases are (mostly) not brain disorders, but represent highly complex network relations that depend on cultural, historical, and environmental mechanisms. They are highly variable across settings, across individuals, and even for the same individual in different settings, circumstances, and life periods. This narrative has major implications for the treatment and prevention of these conditions.

The new narrative explains why focusing on neurobiology (e.g., neurochemistry) to explain mechanisms and to develop effective treatments for mental conditions has achieved limited progress. The failure is so prominent that big pharma has largely abandoned new drug development in this field, despite its huge burden of disease and potential market (Chandler 2013). The largest meta-analyses to date show that for most mental health diseases, available drug treatments result in modest average treatment effects (d = 0.2–0.4) (Cipriani et al. 2018; Huhn et al. 2014; Leucht et al. 2017), with small, incremental benefits over placebo. True treatment effects may be even smaller, if we consider biases (Ioannidis 2008). Some scientists even argue that extremely widely used drugs such as antidepressants are entirely ineffective and cause more harm than good (Gotzsche 2013), although this is probably an extreme position. For example, the recent largest meta-analysis on antidepressants found that almost all antidepressants were better than placebo for moderate/severe major depression, but the summary effect size for efficacy on a continuous scale was d = 0.30. There was also novelty bias: In head-to-head comparison trials, antidepressants seemed to work better when they were first marketed but then seemingly lost in efficacy as they became older (Cipriani et al. 2018). This further erodes the credibility of the estimated treatment effects in placebo-controlled trials, since these trials are mostly performed early in the licensing process when expectations are heightened.

Responses to drug and psychological therapies also show large between-person variability. Few patients have excellent responses, a modest proportion achieves some response, and many have no response. There is enormous investment in basic neuroscience research and intensive searches for informative biomarkers of treatment response and toxicity. The yield is close to nil. Even optimists acknowledge that, currently, there is still no clinically useful way to predict which patients will respond best to widely used medications such as antidepressants (Thase 2014). If mental health problems are mostly not brain disorders, the dearth of useful neuroscience-derived biomarkers is only to be expected.

To overcome this dead end, we should shift emphasis away from the research paradigm that considers mental health problems to be mostly brain disorders and move towards exploring other, potentially more fruitful paths. First, this would mean reducing emphasis on identifying etiological brain pathways, and through them, biological markers and surrogate outcomes. If consistently strong and clinically useful biological markers/surrogates do not exist, perpetually searching for them would be in vain.

Second, the design of clinical trials in the field needs to be radically recast. Instead of running thousands of small trials of short-term duration and short-term response assessments, we could focus on larger simple trials with long-term follow-up (Ioannidis 2008). These trials should use a completely different core of non-biological, social outcomes likely to have relevance for most individuals. Such endpoints include suicides (completed/attempted), loss of job, marital and social relationships, social disability, personal finances (e.g., bankruptcy), and major quality of life and patient-related outcomes (Macefield 2014).

Third, while such major endpoints are likely to be quite important to everyone, there are many other outcomes that are highly personalized. These personalized outcomes have to be defined for and by each patient, capturing what matters most under the specific personal and social context. One may discuss and choose before any treatment (either in an experimental trial setting or in real life) what context-specific outcomes have highest value in each case. What matters most may vary a lot across patients and may even change over time for the same patient, as life priorities and values evolve. Admittedly, evidence is weak to date on whether routine use of patient-reported outcome measures for feedback during the course of treatment improves the outcomes of mental disease (Kendrick et al. 2016). Simply sharing some information between patients and
Network models can help focus research on the role of culture and context in psychopathology, but don’t discount latent variable models

Nuwan Jayawickreme, Andrew Rasmussen, Alison Karasz, Jay Verkuilen, and Eranda Jayawickreme

Abstract

Borsboom et al. correctly note that the use of latent variable models in cross-cultural research has resulted in a futile search for universal, biological causes of psychopathology; however, this is not an inevitable outcome of such models. While network analytic approaches require further development, network models have the potential to better elucidate the role of cultural and contextual variables related to psychopathology.

In the target article Borsboom et al. assert that network models have the potential to highlight the important role of cultural and contextual variables in psychopathology, and that they allow for the modeling of such variables so that their roles can be properly elucidated. As the authors correctly note, these variables have been understudied, in part because of past emphasis on universalist, biological explanations in mainstream psychopathology research. A growing body of research suggests that cultural and contextual variables within individuals’ local social worlds play key roles in the development of psychopathology (see Hinton & Good 2016; Kirmayer & Ryder 2016).

As psychologists who conduct research on the impact of culture and context on psychopathology, we agree with Borsboom et al.’s critique that the use of latent variable models in cross-cultural research has supported a fruitless search for universal, biological origins of psychopathology (see Littlewood 2002). However, we caution that this may not be an inevitable outcome of the latent variable approach per se. There are several instructive examples of studies in cultural-clinical psychology that use latent variable models to explore how cultural constructs of distress covary (e.g., Rasmussen et al. 2011) and test their construct validity (e.g., Chhim 2012). Furthermore, as both network analytic approaches and latent variable models are based on covariance, both may lead researchers to the discovery of similar patterns. Studies using network analysis to examine patterns of daily stressors, traumas, and symptoms (e.g., De Schryver et al. 2015; Jayawickreme et al. 2017) have reported similar results to studies examining similar variables but using a latent variable approach (e.g., Jordans et al. 2012; Rasmussen et al. 2010). This similarity in findings makes even more sense if one conceptualizes latent variable models as a pragmatic way to specify distributions that summarize the associations among a set of variables (Skordal & Rabe-Hesketh 2004), rather than purely as reflections of underlying variables.

Another area in which we urge caution concerns the sources of data that have been used in dynamic network analysis thus far. Most studies to date have used data from responses to pre-existing (and often well known) psychological measures. But the vast majority of psychological measures have been constructed based on the assumption that items should reflect an underlying latent variable. Thus, these measures, which are constructed using methods such as factor analysis or item response theory, consist of items that have been selected to correlate highly with each other. One of the touted strengths of network analysis is its ability to identify symptoms that are key, or central, to the disorder in question (Borsboom & Cramer 2013), yet it is unlikely that this will be accomplished if one is using a measure in which all of the items are developed by design to correlate with one another. Studies that use expanded symptom pools or other theoretically relevant variables will be more valuable.
Overall, we believe that network analytical approaches as currently used have yet to deliver on the promise of network models (Wright 2017). Further methodological work is needed to determine the degree to which network analysis is able to elucidate the role of cultural and contextual variables in the development of psychopathology beyond latent variable models. Furthermore, network researchers should avoid including individual items from measures constructed to identify latent variables (e.g., through the use of factor analysis) and should consider using the average scores or total score instead. It should be noted that a number of these limitations of current network analytical approaches have already been observed by at least one of the authors of the target article (i.e., Cramer in Fried & Cramer 2017).

That said, the history of psychology suggests that research methods and analytic strategies often shape research questions and even epistemologies. The authors’ critique of the latent variable model, especially to the degree to which it led to a fruitless (at least so far) attempt to discover the “underlying” biological substrate of mental disorder, is thus refreshing. Network models may lead more researchers towards an appreciation of the impact that cultural and contextual variables have on the development of person-level psychopathology. Such models may have the potential to move cultural-clinical research beyond a conceptualization of culture as a static, monolithic variable and towards a dynamic model in which multiple cultural, contextual as well as biological variables interact with one another (Morris et al. 2015). Recognition of these important causal factors also has implications for the reorganization of our current psychiatric nosological system. It has long been argued by cultural-clinical researchers that nosological systems such as the DSM are cultural products (e.g., Gone & Kirmayer 2010; Ryder et al. 2011) that, if rigidly applied, conceal culturally specific expressions of psychopathology (Kleinman 1988). Network models have the potential to help us develop more cross-culturally valid diagnostic systems that are flexible enough to take into account cultural and contextual variables. Ryder et al. (2011) have proposed that, rather than be restricted by diagnostic classifications, cultural-clinical researchers should consider both “lumping” syndromes together (e.g., examine anxiety disorders broadly rather than focus specifically on panic disorder, generalized anxiety disorder) and focusing on cross-cultural variability in specific symptoms. Network models lend themselves to such a conceptual approach.
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Abstract

Borsboom et al. have written a trenchant critique of biological reductionism in psychopathology. After commenting on recent controversies concerning the network perspective, I discuss ways of integrating biology into the network enterprise.

The controversies embroiling the latest version of the Diagnostic and Statistical Manual of Mental Disorders (DSM; American Psychiatric Association 2013) culminated in the head of the National Institute of Mental Health (NIMH) proclaiming that the DSM would cease to be the essential framework for grant applications submitted to the Institute (Insel 2013). NIMH would now be “re-orienting its research away from DSM categories” to fund proposals targeting trans-diagnostic mechanisms as embodied in the Research Domain Criteria (RDoC) initiative (Insel et al. 2010). Remarkably, even the chief architect of the new manual had seemingly lost faith in the categorical approach. He and his co-authors announced, “We are now coming to the end of the neo-Kraepelinian era” (Regier et al. 2013, p. 68).

As the diagnostic manual was undergoing its periodic overhaul, a team of clinical psychometricians developed a hierarchical dimensional alternative to the DSM’s categorical system (Kotov et al. 2017). Capping this structure was the p factor (Caspi et al. 2014), the general factor of psychopathology akin to g, the general factor of intelligence. And just as intelligence researchers have sought to identify the biological referent of g (e.g., Deary 2012), so have some psychopathologists suggested that the p factor “may have a physical reality” (Lahey et al. 2011, p. 187), perhaps genetic. However, it is questionable whether the p factor amounts to an empirical discovery about a major cause of psychopathology. As van Bork and her colleagues have emphasized (Van Bork et al. 2017), any dataset consisting of highly intercorrelated measures is mathematically bound to yield a general factor, even if the factor has no existential referent independent of the data themselves.

The categorical and dimensional perspectives have long been the only nosological games in town (McNally 2011, pp. 184–211). Yet, the landscape of our field dramatically changed when Borsboom, Cramer, and their associates introduced the network approach to psychopathology (Borsboom 2017; Borsboom & Cramer 2013; Cramer et al. 2010). On the heels of the first few empirical network studies (e.g., Cramer et al. 2012; McNally et al. 2015; Robinau et al. 2014), a tsunami of studies has appeared with many more in the pipeline (for reviews, see Fried et al. 2017; McNally 2016).

Pushback has been inevitable, especially from those favoring traditional approaches. As Bringmann and Eronen (2018) observe, many psychometric critics have argued that network and latent variable models are mathematically equivalent. Although that may often be the case, they are certainly not ontologically equivalent (cf. geocentric versus heliocentric models of the solar system; Galilei 1615/2012). Just as it makes a great deal of difference whether the earth revolves around the sun or vice versa, so does it matter whether symptoms arise from a latent variable having an existential referent (e.g., undetected brain tumor) or not. Treating a headache with aspirin is inadvisable in the former case, but not in the latter (Borsboom & Cramer 2013).

Analyzing two epidemiologic datasets, proponents of the latent dimensional approach launched a spirited critique of network analysis in psychopathology (Forbes et al. 2017a; 2017b). Their central claim was that “networks” do not replicate – or at least not as much as one would have thought. Unfortunately, their work was hobbled with errors, and when Borsboom et al. (2017) correctly re-did their analyses, the substance of Forbes et al.’s critique evaporated.

In their excellent target article, Borsboom et al. convincingly criticize contemporary biological reductionist accounts of mental disorders. The purpose of my commentary is to elaborate on several themes adumbrated by these authors.

Given the unsuitability of common-cause biological reductionist theories of mental disorder, what roles might biology play in the
psychopathology enterprise? One possibility would be to use biological measures as grouping variables in network analyses. For example, some studies have shown that people with at least one copy of the short allele of the serotonin transporter promoter polymorphism exhibit more symptoms of depression in stressful circumstances than do those with two copies of the long allele (e.g., Caspi et al. 2003). Van Borkulo et al.’s (2015) network comparison test applied to depression symptoms of subjects grouped by genotype (or other biological variables) could illuminate how much risk variables predict network topologies in psychopathology.

Another possibility would be to unpack the biology of signs and symptoms rather than syndromes. The classic psychiatric distinction between *form* and *content* may help us here (e.g., Taylor 1981, pp. 2–7). *That* a person hears voices in the absence of anyone speaking denotes the form of psychopathology, whereas *what* the voices are saying denotes its content. The intentional content – “aboutness” – of a symptom renders it elusive to biological reductionist explanations, as Borsboom et al. emphasize. On the other hand, the formal features of symptoms such as auditory hallucinations, experiences of influence, thought broadcasting, and so forth have better prospects for biological elucidation. And some symptoms appear to lack intentional content altogether. Consider posttraumatic stress disorder: Although flashbacks and nightmares possess intentional content, as they are about the trauma, emotional numbing and exaggerated startle do not.

Finally, the discipline of biology itself has been undergoing its own network makeover (Barabási & Oltvai 2004). Network genomics (Forst 2002), network neuroscience (Bassett & Sporns 2017), and network medicine (Barabási et al. 2011) are flourishing, non-reductionist enterprises. The goal is to build bridges between networks emerging at these levels of analysis rather than to reduce “higher” levels to “lower” ones. And now the “network takeover” (Barabási 2012, p. 14) has reached psychopathology, inspired by Borsboom and his colleagues.

Making a case for constructive reductionism
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Abstract

Borsboom and colleagues argue that reductionism in psychopathology research has not provided the expected insights. Instead, they suggest a systems approach of interacting syndromes, which, however, falls short of a perspective for empirical testing. Here, a combination of both approaches is suggested: a reductionist empirical approach allowing testability, synergistic with a constructivist systems appraisal of syndrome networks – a constructive reductionism.

Borsboom et al. argue that reductionism in psychopathology research has not yielded sufficient insights to understand the complexity of the systems that cause psychopathologies, nor has it provided effective treatments. This somewhat pessimistic verdict may apply when the philosophically driven and publicly nourished expectations are a full understanding and full cure of the known psychiatric disorders (Müller 2018). The leading framework for the last decades of neurobiological research in psychopathology was reductionism. Leading hypotheses were generated that suggested a single psychiatric disorder can be reduced, that is, causally explained and treated, to a dysfunction in a single target or single functional system of the brain. It can be argued that this may have been supported by the technical limitations of new empirical techniques. For instance, the view that a dysfunction in the dopaminergic (DA) system of the brain is the sole causal mediator for drug addiction development was massively driven by the advent of *in vivo* microdialysis (Westerink 1995). This technique proved that all drugs with addiction potential acutely enhance DA activity in the brain’s reward circuitry, while non-addictive drugs do not (Di Chiara & Imperato 1988). Thereby, a single prominent and many-times-replicated finding was generalized to a functional theory (Koob 1992; McBride et al. 1999; Wise 2002) which did not pay tribute to the emerging complexity of the system (Salamone 1996). The therapeutic predictions based on this model, however, failed in practice (McCreary et al. 2015; Spangenberg & Kiefer 2008), suggesting that the DA theory of addiction is at least incomplete (Nutt et al. 2015). One possible reason for that could have been the initial limitation of a key technique, in that only DA was measured and only dopaminergic innervated brain structures were considered. Empirical techniques advanced and showed that many more transmitter systems of the brain are dysregulated during and after drug consumption (Heilig & Koob 2007; Müller & Huston 2006; Schneider et al. 2017; Williams & Adinoff 2008). What is required in this field is not to deny the massive gain in knowledge based on single-target empirical approaches (Koob & Volkow 2016), but rather, a constructive synthesis of those findings (Spangenberg 2009).

Borsboom and colleagues suggest a systems approach in which syndromes of distinct diagnostic categories interact. Only a systems understanding that also comprises proximal and distal environmental factors would allow for overcoming what they consider an epistemological failure. While this radical approach has the merit of considering syndrome-syndrome interactions (e.g., Schuckit et al. 1997), as well as environmental factors in psychopathology (Caspi & Moffitt 2006), it falls short of a major criterion for a scientific approach: its testability. Here it is argued that a major driving force for a bio-reductionistic approach in psychopathology is actually its testability. Hypotheses can be falsified on empirical grounds, when single variables – biological and environmental – can be addressed. This is difficult, and probably impossible, with syndromes that naturally involve a plethora of single causal elements which cannot be systematically manipulated at once. Empirical network approaches simply purport testability by bioinformatic large-data analysis. Although they are not worthless, they are just correlative by nature. By that way, they may generate hypotheses; however, these require explicit testing (Easton et al. 2013; Mielenz et al. 2018; Schumann et al. 2016). Borsboom et al. need to be asked for this crucial but elegantly avoided point in their theory: How do they want to test causal factors at the systems (network) level without reducing it to measurable units? So far, the examples they provide are just disguised reductionistic approaches.

In order to rescue the innovative momentum of the authors’ proposal, a combination of both approaches may be considered: a
reductionistic empirical frame which allows empirical testability, interwoven with a constructivistic systems approach which brings single elements together to a higher-order network of syndromes: a constructive reductionism. Instances for that can already be found, for example, in drug addiction research. A systems approach proposed the interaction of disorders, like depression or schizophrenia causing the abuse and addiction to various psychoactive drugs (Müller & Schumann 2011). The reductionistic testing of mechanisms has recently yielded first testing of elements of a depression-alcoholism (Gulbins et al. 2013; Müller et al. 2017) and schizophrenia-nicotine addiction syndrome interaction (Koukouli et al. 2017). A constructivistic approach is now picking that up to a systems view that includes various syndrome-syndrome interactions (Müller & Kornhuber 2017; Schneider et al. 2017). Given the increasingly recognized complexity of the biological base of psychiatric disorder syndromes (Schumann et al. 2014), we should not expect a full-blown constructive synthesis happening in a single step, that is, by just interlinking single reductionistic findings.

Reductionism is, in fact, a multi-level reductionism, where functional networks are step-wise reduced to functional elements and sub-elements. Mirroring this, a multi-level constructivism should also be acknowledged. At the lowest level, reductionistic findings with the highest possible technical resolution are brought together to a nano-systems view (e.g., Kreek et al. 2005; Ungless et al. 2010). At the next constructive level, nano-systems views are brought together to constitute micro-systems views (e.g., Hyman et al. 2006; Robinson & Kolb 2004). This can be continued up to the level of the whole brain (Müller & Homberg 2015; Spanagel 2009) and syndromic behaviours (Schumann et al. 2014). This is not the end, however. An extended endophenotype of psychiatric disorders should comprise the whole body periphery as a proximal environment, and the social as well as physical environments of the organisms as distal environments (Badiani 2013; Zinberg 1984). The constructivistic synthesis may then end at a level where also the time component (i.e., personal, social and historical developments) is incorporated in this systematic construction. However, there will always be an error term in the reductionistic as well as constructivistic part of the approach. Simple chance events in biological systems, for example, de novo mutations (Michaelson et al. 2012), may act as single-case determinants. This cannot be overcome and controlled by either reductionism or constructivism, nor by their combination, and we may have to live with a certain degree of uncertainty.
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Neither biological nor symptomatology reductionism: A call for integration in psychopathology research
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Abstract

We agree with Borsboom et al. in challenging neurobiological reductionism, and underscore some specific strengths of a network approach. However, they do not acknowledge that a similar problem is present in current psychosocial frameworks. We discuss this challenge as well as describe valuable parallels between symptom and neurobiological network theories that will substantially augment psychopathological research when integrated.

Borsboom et al.’s target article challenges the reductionism of psychopathology as a brain disorder. The authors argue against reductionism in neurobiological psychopathology research and propose that the focus should be on symptom-to-symptom interaction. We agree with Borsboom et al. in questioning the value of current trends in neurobiological reductionism, however, a similar problem exists in current psychosocial frameworks. We explore this challenge and underscore the specific strengths of an integrated network approach which includes both biological and psychological variables that will enhance psychopathological research.

Borsboom’s network theory of mental disorders shifts our attention to symptoms and their relationship, positing that they can influence each other, creating a cascade of causal relationships (Borsboom 2017) with no need for a common cause – whether neurobiological or psychosocial. We commend the symptom network approach because it proposes that symptoms might have unique relationships and thus differential functional effects. This framework allows for the exploration of multilevel mechanistic approaches at both the micro (e.g., emotion, molecular) and macro levels (e.g., symptoms, coping) that involve biological, psychological, and sociocultural processes and perspectives. This assessment is in agreement with emerging literature indicating that underlying biology, risk factors, functional impairment, and life events are differentially related to specific symptoms (Fried & Nesse 2015; Olbert et al. 2014; Santos et al. 2017).

The debate around reductionism in the etiology of psychopathology is not new, nor is it limited to neurobiological research. Reductionism is also a hallmark of psychological theories of psychopathology. For example, Beck’s Cognitive Theory of Depression is centered on underlying dysfunctional beliefs of the individual and does not consider potential biological changes. Neurobiological and psychosocial approaches to understand the etiology of psychopathologies have long had a competing history, and this has been seen as counterproductive (Kendler 2008). Both approaches to psychopathology are limited in many ways by their monocausal attempts at defining these disorders: (i) All psychopathology is best explained in terms of neurobiology; and (ii) all psychopathology is best explained in terms of specified mental and/or social mechanisms which cannot be deduced from biology (Kendler 2008). As described in Wittenborn et al. (2016), this monocausal approach is reflected...
in a large number of studies, where 93% of articles from a literature search of major depressive disorder from 1980–2014 focused on only one key explanatory variable of depression (Wittenborn et al. 2016). What is often seen is an intense focus on implicating a popular research topic as the key causal psychopathology factor. This focus changes from year to year without cumulative integration into a more complex and inclusive causal framework.

The network symptomatology approach and neurobiology are not as mutually exclusive as Borsboom et al. suggest. The complexity of symptom network models as discussed in the target article is remarkably similar to neural network imaging studies in humans and animal models, which are just beginning to comprehensively identify and characterize the intricate biological pathways affected in mental disorders. Aberrant neural network connectivity and activity in brain networks is associated with various psychopathologies, such as depression, anxiety, autism, schizophrenia, and addiction (Woodward & Casio 2015). These brain imaging studies specifically target the complexity of mental disorders, in contrast to the portrayal in Figure 1 of Borsboom et al. On the contrary, neural network research is often more similar to the holistic approach of their Figure 2, and includes several quantifiable holistic measures, such as small worldness and correlation coefficient, that reflect the complexity of the etiology and symptomology of a multitude of psychopathologies (Drysdale et al. 2017). Clustering coefficient, a global measure of coordinated activity within individual brain regions, has been documented in schizophrenic patients and their non-psychotic relatives, suggesting that this measure can be used to identify endophenotypes and as a biomarker and risk factor (Lo et al. 2015). Changes in clustering coefficient are also disrupted in pediatric posttraumatic stress disorder (PTSD) (Suo et al. 2015) and may be a marker for depression-related brain network pathology (Gong & He 2015). Small worldness, an overall measure of neural network interactions, is often disrupted in schizophrenia (Kambeitz et al. 2016). It is also increased in individuals exposed to childhood maltreatment, a major psychological risk factor (Ohashi et al. 2017). While many of these imaging studies do incorporate symptom data, they often depend on a single overall diagnostic value or a limited subset of symptoms, in contrast to the network symptomatology approach discussed by Borsboom et al.

Observations of the limitations of current reductionist neurobiology research should be used as opportunities to enhance future investigations and strengthen communication and collaboration between psychologists and neuroscientists, especially with regard to disease etiology and behavioral symptomology. While psychiatry and psychology are moving away from monocausal paradigms (We& 2017), multi-hit gene–environment models (Samek et al. 2017), a greater consideration for complex transgenerational etiology (Nephew et al. 2017), and the holistic neural network analyses (Zhang et al. 2017) discussed in this commentary. We suggest that what is needed is more clinically informed transdisciplinary neuroscience which fully embraces the vast biological, environmental, and symptomology complexity of most psychopathologies through the inclusion of integrated psychological and biological focused network approaches. Reasonable sacrifices of experimental reductionism will reap substantial gains in replication, robustness, and translation, and ultimately result in clinical progress.

Getting to the bottom of things: The value of evolutionary approaches in discerning the origin of psychopathology
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Abstract

The network approach as a novel way of understanding psychopathology has helped address some of the existing issues associated with traditional biological interpretations. Nonetheless, it has similarly failed in explaining the fundamental etiology of mental conditions – a persistent conundrum that arguably could be addressed only by evolutionary formulations, specifically evolutionary mismatch and life history theories.

Borsboom and colleagues provide an informative account of the challenges inherent in the widespread adoption of traditional biology-oriented explanations of mental conditions. Nonetheless, while the network approach may offer a more integrative depiction of psychopathology, we contend that it is, in part, similarly based on an impoverished view of the term “biological,” as is generally the case in the fields of medicine and psychology (Brüne 2016). Specifically, the prevailing undertaking of biological interpretations of mental conditions has largely focused on so-called proximate descriptions (e.g., biological mechanisms), while disregarding their “ultimate” or evolutionary dimensions (i.e., their phylogeny and adaptive value; Nesse 2013). When viewed through the lens of Tinbergen’s framework encompassing both the proximate and the ultimate levels of explanations of specific design features or traits, a couple of key issues arise that render the network approach no more useful than the standard biological model in medicine and psychology (Brüne 2014; Nesse 2013).

The first claim is that the network approach offers a unique way of looking at psychopathology, whereby the synergism involving associated symptoms in a system of connections is purported to be key in the development of such conditions. Although it does make sense that symptoms of many psychological conditions are likely to affect one another in a progressive and reciprocal manner, the network approach fails to clarify as to why this is the case. Is it because some symptoms are naturally influential on others? If so, why is this the case? Borsboom et al. contend that the logical interpretation of intentional narratives behind certain symptoms could explain why. However, it begs the question as to why such relationships are rational or comprehensible.
The second claim is that, in the context of a network approach, psychopathological features are believed to be engendered either as a result of individual developmental trajectories or as an outcome of environmental circumstances (i.e., akin to the proximate level). It is similarly ambiguous as to why these proposed antecedents would effectively bring about psychopathological symptoms. As an example, why exactly might exposure to thin models on media induce self-esteem issues and extreme eating habits in females? If it is because of social comparison, then why do humans compare so much? It is quite apparent that such explanations seem to pose more questions than answers.

We suggest that an evolutionary framework could plug these gaps by providing a comprehensive, ultimate account to complement such an otherwise detailed theoretical perspective relating to the proximate viewpoint. Specifically, two main evolutionary concepts, one relating to evolutionary mismatch (Durisko et al. 2016), and the other to life history theory (LHT) (Stearns 2000; cf. Del Giudice 2014), respectively, are proposed to be highly valuable in shedding light on the actual origins of psychopathology.

For instance, the notion of evolutionary mismatch has been touted as a major underlying cause of a variety of mental conditions (Durisko et al. 2016). It refers to the manifestation of problems among people because relevant genes and cognitive/biological mechanisms (broadly useful in the ancient context) could not evolve fast enough to match the dramatic metamorphoses in existential conditions that have materialized in the contemporary world (Grunspan et al. 2018; O 2018a). To illustrate, consider the proposition that depression is an outcome of residing in an evolutionarily novel setting whereby one’s personal, occupational, and social experiences are drastically different from that of prehistoric individuals (Hidaka 2012). Such a contextual framework would have provided important elucidations for the existence of depressive symptoms (e.g., having a sense of hopelessness and anhedonia or entrapment in a seemingly hopeless situation), which the network approach might merely attribute to the occurrence of a precipitating event (e.g., failing an exam). Although it is conceivable that an exam failure could indeed play a role in the emergence of depression, such a proximate explanation precludes a sufficient understanding of why one is susceptible to feeling hopeless (and subsequently develop depression) following such an event. Apart from banking mainly on rationality and the general acknowledgement of extrinsic influences as is the case with the network model, Hidaka’s (2012) theorization (e.g., the existence of evolutionarily novel inadequacy of social support in the current context) could uniquely explain why contemporary humans may be more vulnerable to develop the condition. Similar formulations relating to evolutionary mismatch could likewise describe the pathogenesis of a wide assortment of many other disorders, ranging from animal phobias (O 2018b) to schizophrenia (Abed & Abbas 2011). Likewise, LHT is believed to be comparatively useful in deciphering the etiology of psychiatric conditions (Del Giudice 2014), because the concept is not only valuable in comparing species but also in explaining within-species variations (Stearns 2000). It is a concept derived from behavioral ecology, which focused on the adaptive tradeoffs (e.g., a faster LH strategy involving spreading meagre resources across many offspring who will experience earlier sexual maturity and a higher mortality rate, versus a slower LH strategy encompassing heavy investment in a few offspring with sexual maturity/death occurring at a later age) in relation to the nature of external circumstances (e.g., residing in a highly dangerous vs. predictably safer environment) as a means to realize favourable procreative outcomes (Stearns 2000).

According to this approach, psychopathological problems are manifestations of either a slow (e.g., autism) or a fast LH strategy (e.g., attention deficit hyperactivity disorder [ADHD]) (Del Giudice 2014). While a network model would argue that a child develops ADHD because of parental neglect, for instance, LHT can explain why the condition may emerge in the context of gene-environment correlation, which is fully compatible with the mismatch approach. For example, some psychological traits nowadays associated with ADHD were once adaptive in harsh and uncertain environments in relation to survival and reproduction over much of human evolutionary history. These traits are less profitable in the evolutionarily novel world and may become “symptoms,” depending on the quality of parental input (Bakermans-Kranenburg & Van Ijzendoorn 2006).

Taken together, we contend that a combination of the LHT and the evolutionary mismatch approach, to name just two major evolutionary concepts, would provide a fundamental framework to complement the network model in understanding psychopathology.
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Abstract

Modeling the extremes of mental/emotional conditions requires explicit accounts of evolutionary-developmental sources of human neurodiversity, not merely psychopathology. The target article’s approach could be improved by incorporation of a hierarchical scheme wherein mental/emotional infrastructure interacts across differentiated layers of function. The notion of “symptom networks” thus calls for differentiation into hierarchically interacting components of mental/emotional evolution and development.

Borsboom et al. argue that the contents of thoughts interact to yield psychiatric disorders, proposing that psychiatric disorders are best seen as interactions among “symptom networks.” The inherently abstract nature of these mental/linguistic interactions and the “multiply realized” nature of mental states reveals that the mental states are, according to the authors, detached from biological foundations. Similarly, it is claimed that symptoms themselves cannot be reduced to being direct consequences of a brain disorder. Thus, thoughts and sentences associated with a disorder are seen to operate at a level of their own, one that cannot be reduced to description as, for example, the neural impulses of a brain state. My view is different. I think recognition of the abstract nature of mental/linguistic events does not diminish the
importance of the neural impulses that, at another level, form the infrastructure for those events.

A more complete approach to modeling requires recognition that life is irreducibly structured in many abstract hierarchical levels, as explicated a half-century ago by Michael Polanyi (1968). In this perspective, the levels of function must be seen as real, just as Borsboom et al. argue that schizophrenia and other conditions are indeed “real patterns” (Dennett 1991). The target article, however, does not reflect the irreducible natural hierarchical levels needed to characterize the mind’s underpinnings. I agree that the content of paranoid thoughts (symptom 1) cannot be reduced to the neural impulses associated with them. Neural impulses corresponding to paranoid thoughts may be driven, at least in part, by a state such as anxiety (symptom 2), which is also not reducible to the neural impulses upon which anxiety is grounded. Further, anxiety may be driven by hormonal imbalances (symptom 3). The three symptoms are related hierarchically, but the explication can go deeper. Hormone imbalance is surely founded on a system of gene expression driving imbalanced hormone production (symptom 4). Gene expression similarly cannot be reduced to genetic makeup (symptom 5), but genetic makeup clearly limits gene expression. The implied hierarchy outlined here has five naturally ordered levels, but many more are surely involved. And yet each level can be driven by levels above it. Paranoid thoughts can feed anxiety, which can feed hormone imbalance, and so forth. The target article’s reasoning, represented in Figure 2, includes no account of hierarchical relations among levels of function, but instead treats brain states, symptoms, and environmental influences at a single level.

The approach has the advantage of emphasizing multiple realizability, the idea that there is no one-to-one mapping between brain states and symptoms, and no single “common cause” for symptoms. The authors persuasively point out that much effort has been wasted in pursuit of oversimplified expectations regarding roots of mental disorders. Still, the suggested alternative is itself oversimplified, in my opinion. An important deficiency is that the terms symptom and brain state in the article are undifferentiated with regard to level of function. The terminology imposes an arbitrary boundary among levels, only lower levels of function being treated as biological. However, the more fundamental issue is that failure to directly acknowledge the hierarchy of levels squanders the opportunity to reflect the mind’s hierarchical structure and the origin of the mind in evolution and development. A key feature of any model of mental disorders is its ability to predict, across development, the risk of mental disorder, and this implies a critical need to represent evolved and developmental foundations.

Natural selection and developmental processes are organized around functions of life – for example, the tendency to experience states such as fear. Such functions are abstract, but are nonetheless real because they constitute organizing principles, subject to selection pressures, corresponding to complex neural events. Furthermore, all of the levels of function considered here have deeply conserved features, just as it has been dramatically demonstrated that organization of life includes foundations in unicellular life that are reflected as conserved operations and characteristics in all multicellular forms (Carroll 2005; Grant 2015; Hills 2006). Psychiatric conditions are grounded in the biology of humans and that of ancient forms.

By suggesting the primary focus of psychopathology should be symptom-symptom networks, the target article radically de-emphasizes origins. It presents an undifferentiated list of symptoms and their interactions, with no explanation for how symptoms arise, why they persist, or why they are heritable. Further, it offers no explanation for why psychotic symptoms arise predominantly in post-adolescence (Hare et al. 2010; Kessler et al. 2007), but reliably earlier in men than women (Skene et al. 2017). In addition, it tends to isolate individuals diagnosed with disorders from the neurodiversity of the human population of which they are a part, because it refers to behavior patterns as symptoms without indicating how one should treat normal behavior that resembles the symptoms. This isolation is undesirable, given the tendency for psychiatric disorders to occur at higher-than-chance levels in proband families and for the same families to include higher-than-chance occurrences of other psychiatric conditions (Clementz et al. 2016). Furthermore, unaffected members of these families typically show subclinical patterns. The target article’s insistence on the term symptoms in its modeling creates an arbitrary boundary between behavior in affected and unaffected individuals.

In a dynamic systems evo-devo approach (Gottlieb 2002; Müller & Newman 2003; Newman & Müller 2000), abstract levels of biological function are primary objects of modeling, with focus on interactions across the hierarchy. This approach facilitates prediction of risk for disorders, by focusing on evo-devo pathways. My colleagues and I have focused on the origins of language and ways in which a hierarchical scheme is required in order to characterize evo-devo foundations both of language itself (Oller et al. 2016) and of divergences from typical development (Oller et al. 2010; Patten et al. 2014; Warlaumont et al. 2014).

In the attempt to combat oversimplified portrayals of psychiatric conditions, Borsboom et al. argue for isolating thoughts as sources of disorder from the biological foundations that yield thoughts. I agree that thoughts are not merely neural impulses. Still, it is preferable for modeling to represent thoughts explicitly in relation to the developmental and evolutionary foundations that make them possible.

Brain networks require a network-conscious psychopathological approach
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Abstract

In experimental psychology and neuroscience, technological advances and multisensory research have contributed to gradually dismiss a version of reductionism. Empirical results no longer support a brain model in which distinct “modules” perform discrete functions, but rather, a brain of partially overlapping networks. A similarly changed brain model is extending to psychopathology and clinical psychology, and partly accounts for the problems of reductionism.
In the last few decades, the fields of experimental psychology and neuroscience have gradually moved away from oversimplification of multisensory processing (Ghazanfar & Schroeder 2006; Stein 2012). In particular, we have witnessed the slow demise of the concept that external inputs are processed by distinct modules and only later associated (Fodor 1985; Kanwisher et al. 1997; Luria 2012), and the affirmation of the concept that external inputs are processed by partially overlapping networks (Felleman & Van Essen 1991; Lloyd 2000; Macaluso & Driver 2005; Pasqualotto 2016; Pasqualotto et al. 2016). Initially, brain functions were investigated using one sensory modality isolated from the others, which only later admitted more than one sensory input. The latter approach better suits what happens in the real brain, where sensory inputs conveyed by different sensory modalities are processed in parallel and influence one another (Pasqualotto & Proulx 2015; Pasqualotto et al. 2013; Stein 2012; Wan et al. 2015). Moreover, different brain processes start to influence one another during the early phases of processing (Convento et al. 2013; De Meo et al. 2015; Foxe & Schroeder 2005). For example, touch affects vision during the early phase of visual processing (Convento et al. 2013). Progressively, research has showed that the clusters of brain areas (or networks) that were thought to be unisensory are actually multisensory (Kauffman et al. 2000; Murray et al. 2005; Zangaladze et al. 1999). For example, parts of the visual network are active during tactile tasks (Zangaladze et al. 1999). These findings have triggered theories such as “neural reuse” (Anderson 2010) and “metamodal brain” (Pascual-Leone & Hamilton 2001).

Together with advances in empirical research, improved technology has provided better understanding of partially overlapping brain networks. For example, improvements in fiber-tracking tools have shown the physical interconnections of different brain networks (Beer et al. 2011; Le Bihan 2003; Uesaki et al. 2018). Likewise, the development of multi-voxel pattern analysis (MVPA) has allowed us to understand the time course of their interactions (Furlan et al. 2013; Norman et al. 2006; Woolgar et al. 2016).

Borsboom et al. present convincing evidence that this novel paradigm is infiltrating clinical psychology too. Just as oversimplified models in experimental psychology and neuroscience were not able to convincingly depict sensory processing, it seems that similar mistakes in clinical psychology did not allow the adequate depiction and treatment of the pathological brain (Fornito et al. 2015). Brain complexity itself, and not network analysis or reductionism, has made earlier approaches not able to study and/or treat the pathological brain – a complexity that was first revealed between experimental psychology and neuroscience. The initial approach could be likened to looking at a grand panorama through a narrow tube; it would be very difficult to understand and appreciate what we are looking at (the cost of reducing the field of view was actually investigated by Loomis et al. 1991).

Although the growing suspicion of reductionism in psychopathology may seem a recent phenomenon, the systemic approach is an early example of non-reductionist psychotherapies (Johnstone et al. 2013; Loriedo 2005; Tomm 1984). This is not limited to the patient affected by a psychopathology, but involves his or her family (or relevant persons) as well. Instead of exclusively focusing on the patient (reductionist approach), the systemic approach has the advantage of involving the closest people to the patient; thus, it attempts to treat the patient and to correct the environment where he or she lives. A more recent example of a non-reductionist approach to psychopathology is provided by the use of acting to counter the symptoms of dyslexia (Whitfield 2009; 2016; 2017). In particular, this approach is aimed to bypass the reading impairment using (non-verbal) visual imagery and action (acting) to remember a difficult-to-access text.

A recent development within the field of neuroscience may further speed the appreciation of brain complexity. In fact, apart from the gradual acceptance that the brain functions as a network or networks (Anderson 2010; Bressler & Menon 2010; Fair et al. 2009), neuroscience has recently started to consider the role of social interactions on brain functioning – social neuroscience (Gallese 2008; Immordino-Yang & Damasio 2007; Steinberg 2008). That is, starting from considering the brain as a set of individual modules, we moved to a model of the brain with partially overlapping networks and now consider the interaction among the brain and other individuals’ brains. Social neuroscience has been developing along two main research lines: one investigating the effect of social emotions on brain functioning (Kawamichi et al. 2015; Kitada et al. 2010; Lederman et al. 2007), and one investigating the effect of cultural norms and attributes on brain functioning (Chiao 2009; Han et al. 2013; Kitayama & Park 2010). To close the circle, this development within neuroscience substantiates the use of socio-cultural aspects in psychopathology (Hacking 1999; Murphy 2005).
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Abstract

In this commentary on Borsboom et al.’s target article, I address an inadequate, simplified use of the idea of “reductionism” in clinical psychology and psychiatry. This is important because reductionism is a fundamental methodology of science. Explaining mental states and processes in terms of biological and brain states and processes is fundamental for the science of psychology. I also briefly address a fundamental methodology of the goal of psychology as a hard science.

The explanation of mental states and processes in terms of biological and brain states and processes is fundamental for the science of psychology. This reductionism, however, can be complex; a specific recognized brain state may not correspond to a specific recognized mental state. As correctly pointed out by Borsboom et al. in the target article, for claiming “reductionism” it is insufficient to identify neural correlates of psychiatric conditions. Finding such correlates could be a first step in a long and complicated process of scientific research proving causal relations. However, the fact that a road to explanatory reductionism might be complex does not mean that it “is out of the question in network models” (target article, sect. 4, para. 3). This discussion is necessary because psychology does not yet reach the status...
of a hard science, and the authors of the target article make excellent examples of this; still, it is not fully acknowledged. Nevertheless, the hard science of psychology must be the goal. Steps toward this goal are taken by physics of mind (Perlovsky 2006; 2010a; 2010b; 2016; 2017a; 2017b; Schoeller et al. 2018), a new science that turns psychology into a hard science. To the credit of physics of mind are the elucidating of psychological mechanisms that have not been understood for hundreds of years, including, for example, why musical emotions strongly affect us, a question that Darwin called the greatest mystery. I agree with the authors that demanding explanatory reductionism as a condition for grant awards might be premature; still, I argue that we must maintain a possibility and a goal of physics of mind – the hard science of psychology – and eventually, of clinical psychology and psychiatry.

Borsboom et al. ask: “What is the evidence for uniquely biological explanations of mental disorders?” (sect. 1, para. 3). They cite a 2013 Nature editorial according to which, “despite decades of work, the genetic, metabolic and cellular signatures of almost all mental syndromes remain largely a mystery” (Adam 2013, p. 417). Uncovering biological background did not lead to reductive explanations of mental disorders. Borsboom et al. then go on to say: “Given this absence of compelling evidence, it seems sensible to entertain the possibility that explanatory reductionism is wrong” (sect. 1, para. 4). I argue here against this premise of the target article.

The authors see an ideal “reductive explanation in the history of science” in “the reconstruction of the ideal gas laws in terms of statistical mechanics” (sect. 2, para. 1). Using an example from physics, I agree, is “the best,” because physics is the paramount prototype of science, the first, and I would argue the only “hard science” is physics. Still, I would argue against such a straightforward comparison of physics and psychology or psychiatry. The reason is that the ideal gas and the human brain are incomparable in complexity. The ideal gas is one of the simplest natural systems, whereas the brain is among most complex.

For many years it has not been considered possible to develop a brain-mind theory with the same accuracy as physics describes physical systems. Nevertheless, recently this step has been undertaken. For developing the physics of mind, it is essential to establish the fundamental aspects that sets physics aside from other branches of science. This fundamental methodology specific to physics is unique for all areas of physics and is not used in any other area of science. The three specific aspects of the methodology of physics are: (1) identifying a few fundamental laws and their mathematical formulation, which serve as a basis for the considered area of physics; (2) mathematically formulating the theory of this area of physics based on these fundamental laws and making experimentally verifiable unexpected predictions; and (3) the experimental verifications of predictions.

Using this methodology of the physics of mind, it was possible to solve most of the complicated problems in psychology which had remained unsolved for decades and even millennia, such as: the interactions between cognition and language; the cognitive mechanisms of emotions of the beautiful; and the cognitive mechanisms of the emotions evoked by music (which Darwin considered a mystery, a most complex problem in human evolution). This proves that explanatory reductionism is capable of explaining the most complicated problems in psychology, even when network structures are involved (cognition, language, beauty, music). The proper methodology of physics of mind has been used in these examples; an essential step is identifying appropriate fundamental laws for each problem. This conclusion points us in the right direction for further research. But it is far from a ready-made solution for every problem.
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Abstract

The thesis of multiple realisation that Borsboom et al. are relying on should not be taken for granted. In dissolving the apparent multiple realisation, the reductionist research strategies in psychopathology research (the Research Domain Criteria [RDoC] framework, in particular) are bound to lead to eliminativism rather than reductionism. Therefore, Borsboom et al. seem to be aiming at a wrong target.

Borsboom et al. aim to show that reductive research strategies are misguided in the context of psychopathology research. More specifically, they claim that adopting network models as an alternative framework for the analysis of mental disorders will show how the reductive aspirations of the traditional research are ill-founded. It seems, however, that they have misconstrued their target: The ultimate aim of neuroscientifically based research (or more generally, physiologically based research) on psychopathology is not to reduce mental disorders to neural phenomena, but to eliminate the current notions of mental disorder altogether by changing the nosological practices in fundamental ways.

The focus of the analysis that Borsboom et al. are offering is on a DSM-based nosology. The DSM defines mental disorders in a symptom-centred way. There is nothing inherently wrong with this: After all, it is from symptoms that all clinical work starts off, and the DSM can therefore be a useful diagnostic tool for clinicians. But Borsboom et al. are not interested in clinical practices in psychiatry, at least not primarily; rather, they are interested in psychopathology research – the question of what mental disorders really are, and how we should conduct research on defining their true nature. Symptoms, however, are mere signs, marks of the underlying disorder or illness; and even in clinical practice, the ultimate aim is not just to remove the symptoms, but to cure the physiological condition they stem from.

Therefore, those who are explicitly proposing reductionist research on psychopathology tend to stress that basing our scientific understanding of mental disorders on the DSM is ill-founded. In particular, the Research Domain Criteria (RDoC) project ultimately aims to replace the DSM-based classifications of mental disorders. The main thrust of this project is in the conviction that the DSM nosology is invalid: that it clusters together disorders that are
symptomatically similar, but aetiologically and physiologically different (cf. Cuthbert 2014; Cuthbert & Kozak 2013; First 2012; Insel et al. 2010). Therefore, the idea is that we should aim to abandon the superficial DSM classifications and replace them with more valid classifications based on physiological aetiologies. Thus, this agenda is eliminativist, not simply reductionist, and Borsboom et al. seem to be aiming at a wrong target.

Philosophically, the tension between the DSM and the RDoC is easy to appreciate. The core of the issue is whether mental states – mental disorder types, in this case – are identical with their physiological realisers. In current philosophy, this translates into the question as to whether mental states are multiply realised (Fodor 1974; Putnam 1967). This issue is also at the heart of the analysis Borsboom et al. are offering. However, Borsboom et al. simply take for granted that the answer to this question is positive, thus ignoring the fact that there are a number of reasons to be skeptical of multiple realisation (e.g., Bechtel & Mundale 1999; Bickle 1998; 2003; Polger & Shapiro 2016; Shapiro 2000). As illustrated in Figure 1, the apparent cases of multiple realisation (Fig. 1A) have the tendency to become dissolved either by kind splitting (Fig. 1B) or by realiser merging (Fig. 1C). In the former case, the purportedly multiply realised mental state or function (M) splits into two (or more) separate entities (N1 and N2) as it is understood that the mental state or function does not constitute a single, unified psychological or neural entity (e.g., the way that “memory” or “attention” split to several different psychological and neural functions). In the latter case, the purportedly multiply realised mental state or function is identified with a single, unified neural state or function (N) as it is understood that the different realisers are actually physiologically the same (e.g., the way that intentions to grasp objects can be identified with the average neural activity of specific neural ensembles).

The RDoC framework can now be seen to aim at kind splitting; The apparently (symptomatically) homogeneous clusters of mental disorders (classified in terms of the DSM) can be predicted to split into new, homogeneous sub-clusters, each aligned with their physiological constitution (cf. Permu 2019). Therefore, mental disorders would be multiply realised no more. The result is not reduction (as in Fig. 1C), but elimination: Our current understanding of mental disorders – "folk psychiatry" – will be fundamentally transformed, and the symptomatically defined notions of mental disorders (M) will give way to new notions, aligned with their neural-level realisers (M1 and M2).

In principle, there is a more forceful argument on offer for challenging the reductionists (or eliminativists). One could claim that different mental states – different mental disorders in particular – could be realised by the same physiological states. In other words, one could claim that it is not multiple realisation, but rather "multiple realisation in reverse" that the non-reductivists should be focusing on. And, in fact, in some places in the target article, Borsboom et al. point to this sort of an analysis. Note that this line of thought does not have to be in any way particularly controversial: Neural plasticity and reuse would already indicate that the same neural basis could give rise to different mental functions (cf. e.g., Anderson 2010).

If mental disorders would indeed be multiple realised in reverse, that would undermine the reductionist research strategies in a quite straightforward way: We would not be able to read off mental disorders from biomarkers, for any of them could ground different mental disorders. However, not only do Borsboom et al. fail to focus their analysis on this issue, one can immediately point to a fundamental philosophical problem: Multiple realisation in reverse would breach the core idea of nonreductive physicalism – namely, the idea that the physical basis is sufficient to exhaustively fix all of the higher levels of reality (mental disorders among them), that is, the idea of mind-body supervenience. Basing the analysis on the thesis of multiple realisation in reverse (rather than on the traditional thesis of multiple realisation) would therefore be bound to amount to a Pyrrhic victory.
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Abstract

Understanding how structure maps to function in the brain in terms of large-scale networks is critical to elucidating the brain basis of mental phenomena and mental disorders. Given that this mapping is many-to-many, I argue that researchers need to shift to a multivariate brain and behavior characterization to fully unravel the contributions of brain processes to typical and atypical function.
How is function mapped onto the brain? Are functions implemented by single regions, and do single regions perform unique functions? The characterization and understanding of this structure-function mapping is essential for advancing our understanding about how complex mental functions and dysfunctions are related to the brain.

Brain regions participate in many functions, and many functions are carried out by multiple regions (Lindquist & Barrett 2012; Pessoa 2013). For instance, the dorsal-medial prefrontal cortex (PFC) is important for multiple cognitive operations, as well as for emotional processing (one-to-many mapping). Conversely, both frontal and parietal regions participate in attentional and executive processes, illustrating the situation of multiple regions carrying out a related function (many-to-one mapping). More generally, the mapping between structure and function is both pluripotent (one-to-many) and degenerate (many-to-one). Pluripotentiality means that the same structural configuration can perform multiple functions. Degeneracy refers to the ability of structurally different elements to perform the same function, yield the same output, or complete a task (Edelman & Gally 2001). To the extent that pluripotentiality and degeneracy hold, the combination of the two indicates that there are no “necessary and sufficient” brain regions.

An alternative approach conceptualizes mental functions in terms of brain networks. The network itself is the unit, not the region, and processes that support behavior are implemented via the interaction of multiple areas, which are dynamically recruited into multi-region assemblies. Does a network account solve the many-to-many problem outlined above? As argued elsewhere, the attempt to map structure to function in a one-to-one manner in terms of networks will be fraught with similar difficulties as the one based on brain regions – the problem is essentially passed to a different level (Pessoa 2014). Thus, two distinct networks may generate similar behavioral profiles (many-to-one), and a given network will participate in several behaviors (one-to-many). Broadly speaking, a network’s operation will depend on several more global variables, namely an extended context that includes the state of several neurotransmitter systems, arousal, slow-wave potentials, and so on. In other words, a network that is solely defined as a “collection of regions” is insufficient to eliminate the many-to-many problem. What if we extend the concept of a network with these additional variables? Cacioppo and Tassinary (1990) propose that psychological events can be mapped onto physiological ones in a more regular manner by considering a spatiotemporal pattern of “physiological events.” The notion of a network can then be extended to incorporate other physiological events, for instance, the state of a given neurotransmitter. How extensive does this state need to be? Clearly, the usefulness of this strategy in reducing the difficulties entailed by many-to-many mappings will depend on how broad the context must be.

In a manner that addresses Borsboom et al., we can ask: Are there specialized brain circuits for emotion? In an important sense the answer is “no,” as the very boundary between emotion and the “rest of the brain” is ill defined. But how can a researcher interested in typical and atypical behaviors proceed, then? From the standpoint of studying specific tasks or conditions, distributed activation fingerprints (Anderson et al. 2013; Passingham et al. 2002; Pessoa 2014; 2017) provide summaries of evoked responses or states (see Figure 1A, left). Further insight can be obtained by studying multiple related tasks/conditions, and determining a multivariate fingerprint that highlights the relative commonality of activation across regions; for instance, that regions $R_A$ and $R_B$ tend to (but do not always) participate together across tasks/conditions (see Figure 1A, right).

Addressing the challenges raised by Borsboom et al., it is possible to advance our understanding of brain/mental disorders and psychopathology by building on the ideas presented previously. Consider anxiety, for example. Anxiety can be viewed as a family of related disorders. Let’s suppose that the anxiety family...
comprises a dozen relatively stable subtypes (related to PTSD, social anxiety, phobias, etc., but not only to these; the exact number is also not important). For each subtype, a multivariate fingerprint can be used to characterize patterns of brain activation that are associated with emotional disorders during a task or across conditions (Figure 1B). The fingerprints are then summary statements that should also include variability information around prototypical cases (see Figure 1A, right). The proposed framework allows disorder families to be heterogeneous themselves, so it is possible to conceptualize each subtype as a family, too – for example, the PTSD subfamily.

It is also possible to link mental disorder families and subtype families to the expanded scheme presented by Borsboom et al. For example, each of the individual fingerprints in Figure 1B can be linked to mental state and to contextual, social, cultural, and other factors, each of which also can be summarized by a fingerprint that summarizes a network of relationships within their own domain (Figure 1C). For example, the “context” factor can refer to scenarios such as being in a large group of people, being in an enclosed space, and so forth. This general framework now provides a concrete methodology to study mental disorders in a way that acknowledges the importance of brain processing, while including other domains that are significant for advancing the understanding of the multivariate and multi-domain aspects of the disorders. Note that the approach can be pursued concretely with existing network science techniques to study multi-relational networks, for example (Mucha et al. 2010). (Due to the need for brevity, I have not discussed issues of network dynamics and overlap, but they are also important; see Pessoa 2018.) Notably, in order to fruitfully apply the approach, it is not necessary to resolve the vexing problems related to the causal status of mental states, in particular (but see the “enactive” approach that informs these questions; e.g., Thompson 2007; Varela et al. 1991). Taken together, the framework summarized here has the potential to address the important issues raised by Borsboom et al. and to help elucidate how the brain contributes to mental function and dysfunction.
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Abstract

An engineer’s viewpoint on psychiatry asks: What are the failure modes that underlie psychiatric dysfunction? And: How can we modify the system? Psychiatry has made great strides in understanding and treating disorders using biology; however, failure modes and modification access points can also exist extrinsically in environmental interactions. The network analysis suggested by Borsboom et al. in the target article provides a new viewpoint that should be incorporated into current theoretical constructs, not placed in opposition to them.

Borsboom et al. challenge the notion that the brain should occupy a privileged position in mental health nosology and science, contending instead that symptom networks reflect the best units of analysis. However, psychiatry has made great strides in understanding and treating disorders using biology, and it is naïve to assume that because the model does not completely account for the full complexity, it is therefore useless.

Because all behavior arises from brain function, neurobiology is obviously critical for understanding psychiatric phenomena and not simply an example of “local reduction” of symptom networks. However, we think that the authors do have an important point that has not been incorporated well into current psychiatric reasoning: namely, that the trajectory of interactions with the external environment contains consequence chains that provide additional access points for treatment.

It is important to remember that psychiatric problems are not simply social constructs, but lead to real devastating consequences. For example, a patient with obsessive-compulsive disorder (OCD) unable to stop compulsive hand-washing is damaging their skin, leading to an increased risk of infection (Swedo et al. 1989) – certainly not something one would want anywhere, especially in a plague situation.

To help patients overcome their difficulties, we take an engineer’s point of view, which asks two questions: (1) What are the failure modes that underlie psychiatric dysfunction? and (2) How can we modify the system?

The concept of a failure mode comes from reliability engineering – it recognizes that the structure of a process has specific ways in which it can fail. If we understood how environmental and neurobiological effects lead to behavior, then we could identify how this interaction can fail (MacDonald et al. 2016; Redish 2013; Redish et al. 2008). We agree that it is unrealistic to think that only the brain impacts disease – these failure modes may also be occurring outside of the individual’s brain, that is, in the extended world.

Neurobiological effects on behavior have to be understood computationally, as information processing (Redish 2013). While these definitely have environmental interactions, the way to understand this is through quantitative theory. We believe that the network analysis that the authors propose here can provide an important contribution to quantifying the brain-environment interaction in computational models. Once you go to these theoretical models, the problem of reductionism falls away. The question is not whether an emergent phenomenon exists at a lower level, but rather how lower-level effects combine to produce the emergent phenomenon. This more-nuanced scientific discussion can be seen in the emergent phenomenon of traffic: Traffic on city streets is something that emerges only from structure. However, we can derive very accurate models of traffic patterns from understanding the underlying phenomena (physical structures of cars, timing of traffic lights, reaction times of typical drivers, etc.) (Seibold 2015). The fact that traffic is an emergent phenomenon that should be incorporated into current theoretical constructs, not placed in opposition to them.
network phenomenon does not mean that we can’t reduce it to a complex interaction of other parts. It just means that we need to understand both the parts and their interaction.

The target article provides an important insight that has not been included in current theoretical conceptualizations: that some of these failure modes arise not from neurobiological failures, but from environmental failures that neurobiological systems are unable to cope with. Thus, for example, sleeplessness causes anxiety (Ohayon & Roth 2003), but anxiety can cause sleeplessness (Marcks et al. 2010), which could lead to a spiraling dysfunction. Intrusive memories in posttraumatic stress disorder (PTSD) are episodic, not semantic (Shay 1994; Talarico & Rubin 2003), and may arise from insufficient neural memory consolidation during sleep (McClelland et al. 1995; Payne & Nadel 2004; Rasch & Born 2013; Redish 2013). Even if normal consolidation processing were intact, a patient with PTSD unable to sleep might be unable to consolidate memory due to the lack of sleep and would remain subject to episodic flashbacks. If this scenario were true, it would mean that concentrating research looking for dysfunction in the neural system’s underlying consolidation may be less fruitful (practically) than finding ways to facilitate an intact consolidation process.

Similarly, one could imagine scenarios in which treatment can use intact neural systems to bypass dysfunctional failure modes through modification of environmental components. For example, we have proposed that contingency management (a behavioral treatment in which addicts are rewarded monetarily for not taking drugs [Petry 2011]) works, in part, by shifting the decision process from a dysfunctional habit-based system into a non-dysfunctional deliberative system (Regier & Redish 2015). If this hypothesis is correct, then this treatment is bypassing, not curing, the brain dysfunction. Thinking about the interaction of brain and world provides alternative controls for treatment. Importantly, however, this proposal requires understanding the neuroscience underlying the information processing because it implies that we need to test for the intactness of the deliberative neural system before assigning someone to contingency management.

While extrinsic causal chains are discussed in the psychiatric literature, as in the widely taught “biopsychosocial model” (Frances 2014), they remain non-computational word-theories, which make them difficult to implement practically. Network analysis provides a mathematical toolbox to study these brain-behavior interactions, whether the causal chains arise from brain or environmental dysfunction. Importantly, network analysis is not atheoretical, and the network analysis requires hypothesized constructs. Network analysis applied to a taxonomy of DSM-based symptoms will produce one answer (American Psychiatric Association 2013; Borsboom et al. 2011), while a network analysis run over the Research Domain Criteria (RDoC; Flagel et al. 2016; Insel 2014; National Institute of Mental Health 2018) or decision-making constructs (Rangel et al. 2008; Redish 2013; Redish et al. 2008) will produce another. It will require collaborations with experimental and clinical psychiatrists to determine which of these taxonomies provide better explanation of the data and whether these tools can aid in practical psychiatric treatment.

Psychiatry has made tremendous progress over the last century, and computational psychiatry has opened up new ways of understanding the interactions of brain and behavior over the last decade (Huys et al. 2016; Redish & Gordon 2016). We think that network analysis has a part to play, but it needs to be incorporated into the current theoretical constructs, not placed in opposition to them.
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Abstract

Use of network models to identify causal structure typically blocks reduction across the sciences. Entanglement of mental processes with environmental and intentional relationships, as Borsboom et al. argue, makes reduction of psychology to neuroscience particularly implausible. However, in psychiatry, a mental disorder can involve no brain disorder at all, even when the former crucially depends on aspects of brain structure. Gambling addiction constitutes an example.

The weight of theory and clinical evidence on mental disorders strongly supports the general perspective defended by Borsboom et al. in the target article. Indeed, increasing numbers of philosophers of science regard it as probable that most of the causal structure of the world, as identified across the sciences including fundamental physics, is best modeled in terms of networks. This is an important part of standard explanations for the fact that most scientific progress does not involve reduction (Horst 2007). Scientific progress generally proliferates types of processes rather than collapses them (Ladman & Ross 2007), and the greatest challenge for most modelers is not isolating interrelated systems, but carefully entangling them in a way that still allows for rigorous estimation of parameters and causal effects in real empirical data.

The task that Borsboom et al. take on is explaining how and why network modeling undermines reduction in the specific case of psychiatry. Mental disorders, they argue, should seldom, if ever, be identified with brain disorders, though they recognize that the latter are often aspects of the former. However, they slightly undercook the radicalism of their challenge to reductionism as a clinical strategy. This is because their examples are limited to cases where the expression and perseverance of a complex brain state under a certain kind of mental characterization require reference to intentional patterns, which by their nature involve reference to environmental conditions and behavioral responses. But these are among the factors that block reduction of minds to brains generally; they fail to isolate particular obstacles to reduction that arise for disorders.

In each case that Borsboom et al. consider, one or more brain disorders are at least involved, even if not the “essence” of what makes the phenomena kinds of mental pathologies. To illustrate the full extent to which reductionism is misguided as a specifically psychiatric methodology, it is helpful to focus on a case in which the brain’s contribution to a mental disorder results from its working just as natural selection “designed” it to do, but in an environment where this produces mental pathology. Gambling addiction is just such an instance.
Let us set the stage as conservatively as possible. Suppose that we apply the concept of “addiction” stringently, so that it refers, where gamblers are concerned, only to people who experience aversive somatic withdrawal symptoms when not gambling, to the extent that normal cognitive and emotional functioning in non-gambling settings is crowded out. This conceptual stringency might on the face of it seem to stack the odds in favour of a reductionistic account. It separates people who have a particular physiological dependency from the much larger population of problem gamblers who struggle with a range of social coping and self-management issues, and who lie along a smooth continuum with people for whom gambling is relatively low-cost recreation. The population of “true addicts” can be statistically distinguished from the wider group of “mere” problem gamblers (Kincaid et al. 2013), and such separation can be legitimately motivated by the suggestion that the former, but not the latter, are appropriately treated (in part) by neuropharmacological therapies (Ross et al. 2008). Is this not an exemplary instance of a reductionist’s response to a critique such as Borsboom et al. – is this not reductive?

As we add known causal details, the reductionist path seems at first to pay dividends. Addictive forms of gambling involve sequences of statistically independent events that sometimes yield rewards and can be generated by simple, stereotyped actions on the part of the gambler. The addictive syndrome is made possible by a conjunction of three facts, which are indeed about neural mechanisms and architecture:

1. Allocation of cognitive-emotional attention and reward prediction are approximately fused in the same neural learning circuit based in the ventral striatum.
2. The circuit in question operates a specific form of Rescorla-Wagner learning algorithm that cannot settle on a model of genuine randomness, preventing it from learning that there is nothing to be learned from repeatedly playing things like slot machines.
3. Once the wider system in which the striatal learning mechanism is embedded discovers an action pattern that reliably delivers information relevant to trying to predict the reward sequence, it automatically cues motor preparation for harvesting activity around the focus of attention. Somatic cravings are the subjective experience of such motor preparation in the absence of opportunity for action. The cravings cue thoughts about gambling, and the thoughts sustain attention and motor preparation; so there is self-sustaining feedback.

This story seems transparently to be mainly about the brain. But for medical purposes – that is, as an account of a disorder – it is not reductive at all. This is because every component of the causal network that lies within the cranium is working just as evolution selected it to do. An easily accessible learning opportunity is presented, and the appropriate neural network tries to take advantage of it in the way that has garnered sustaining reward streams for active vertebrates for hundreds of millions of years. Alas, cunning manipulators have engineered an environment in which this “proper functioning” (Millikan 1984) leads to emotional, cognitive, behavioral, and social disaster for people. Since the introduction of sophisticated digital technology into slot machine design, the proportion of casino revenues derived from addicts has exploded (Schüll 2012). There is no reason to hypothesize that any endogenous vulnerability in brains has recently increased; the entire cause of this psychiatric pandemic lies in malicious environmental engineering, plus regulatory failure. So we have an alarmingly widespread mental disorder, crucially reliant on neural properties of a causal network – and no brain disorder at all. There is not merely a failure of reduction but, contra a concession Borsboom et al. allow, even of supervenience, with respect to what is disordered – the mind (and society), but not the brain.
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### Abstract

We argue that the explanatory role of intentional content in connecting symptoms in a network approach to psychopathology hinges neither on causality nor on rationality. Instead, we argue that it hinges on a pluralistic body of practical and clinical know-how. Incorporating this practical approach to intentional state ascription in psychopathological cases expands and improves traditional interpretivism.

One of the novel features of the network approach to psychopathology defended in the target article by Borsboom et al. is their explicit recognition of an explanatory role played by intentional content. According to the authors, because symptoms are often described in intentional terms, the covariations observed between symptoms in a network can be seen to make sense: Only at this level of description can we understand why the presence of one symptom (e.g., a person believing that the CIA spies on him or her) leads to another (e.g., the person closes the curtains and withdraws from social life). (sect. 5, para. 3)

We are sympathetic to the proposed analysis, and we think that the explicit inclusion of intentional content strengthens earlier defences of the view. But what, exactly, does “sense making” and “understanding” mean here? The target article suggests answers to this question in terms of (1) causality and (2) rationality – intentional states are supposed to cause and/or rationalize behaviour associated with specific psychiatric symptoms. Both options are associated with an interpretivist view of intentional content that, as indicated in the target article, we share with the authors (Francken & Slors 2014; 2018). Nevertheless, we will...
argue that both options are problematic and sketch an alternative view on what “sense-making” involves.

Interpretivism Dennett-style (Dennett 1987) – the version of interpretivism that is closest to what the authors have in mind – rejects the idea that intentional states are concrete items with straightforward causal powers (Slors 2007). From an interpretivist point of view, intentional states are abstract concepts that describe and identify specific patterns in human behaviour. Exploiting these patterns for explanatory purposes does involve exploiting the causal processes that underlie them (so interpretivism does not rule out “mental causation” altogether; see Eronen 2017). But interpretivists emphasize that we cannot identify these patterns – and hence exploit their causal underpinnings for explanatory purposes – other than by using the mentalistic idiom of “beliefs,” “desires,” “fear,” “hopes,” and so forth. Hence, the explanatory value of ascribing intentional states does not hinge solely on the causal relevance of intentional contents.

On the standard interpretivist picture, the explanatory value of ascribing intentional states hinges on the fact that these states “rationalize” behaviour: they provide reasons for actions, which are intelligible against the background of real or assumed rationality. The problem, however, is that this background seems to be lacking, at least in part, in the case of psychopathologies. Pathological intentional states such as delusions do not conform to the holistic constraints of our folk-psychology. Having the delusion that you are being spied upon by the CIA will explain actions such as drawing the curtains. But it is not rationally connected with the agent’s perceptions, other thoughts, motivations, and behaviour in the same way that a regular belief would be. Somewhere in the network of relations that delusions have with other intentional states, irrationality slips in. This is why many philosophers – certainly those of an interpretivist bent – would emphasize that delusions are not beliefs (Gerrans 2013; Radden 2011). They do not rationalise behaviour as beliefs do.

The explanatory role of intentional content in network analyses of psychopathologies hinges neither on causality nor on unqualified rationality, then. What does it hinge on? Part of the answer here is bounded rationality. The connection between the delusion that one is being spied upon by the CIA and the action of drawing the curtains can be seen as “rational,” but only as long as the irrational inconsistencies within the larger context of the individual patient (or, by generalization, a particular population) are deliberately disregarded. To interpret pathological reasoning is to draw islands of reason in a sea of confusion, so to speak. Knowing how to demarcate these islands, however, requires familiarization with the mental status and history of the patient. This calls upon skills that do not take rationality as the main criterion for ascribing intentional content, such as empathic understanding (by means of simulation (Gordon 1996), phenomenological analysis (Ratcliffe 2015), and the targeted use of diagnostic tests and practice-based, theory-informed clinical scripts of the unfolding of psychopathological phenomena. Clinical understanding of the connection between symptoms, like everyday folk psychology, is essentially pluralistic (Andrews 2012).

We suggest that this whole body of social skills and practical knowledge – rather than rationality – provides the necessary heuristics for network analyses of psychopathologies at the intentional level of description. Within a particular network, targeted application of the criterion of rationality may help draw connections between specific symptoms, but only against this pluralistic background.

In short, we claim that the network view of psychopathologies defended in the target article is not supported by classic interpretivist views on intentional state ascription. We do not take this to be a criticism of the network view or to undermine its argument against reductionism in psychopathology research, however. Rather, we suggest that the fruitful use of intentional contents in forging connections between symptoms in a network analysis of psychopathologies, as argued for in the target article, points to a necessary expansion and improvement of interpretivism and its non-reductionist implications. Ascription of intentional states does not merely make behaviour intelligible and predictable by depicting the agent as being fully rational. Specifically in pathological cases, we use a range of further, non-rationalizing interpretive strategies, including simulation, empathizing, and using clinical knowledge and experience.
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Abstract

Borsboom et al. convincingly argue that, from their symptom network perspective, mental disorders cannot be reduced to brain disorders. While granting that network structures exist, I respond that there is no reason to think they are the only psychiatric phenomena worth explaining. From a pluralist perspective, what is required is not a full-scale rejection of explanatory reductionism but a critical attention to the circumstances of its application.

Borsboom et al. have done an important service in drawing our attention to a problematic ideology espoused by some psychiatry’s most influential voices. In one sense the slogan “mental disorders are brain disorders” is unprovocative, since there are few Cartesians around anymore to defend the existence of “pure” mental substance. But the slogan is usually understood to declare something more radical: that mental disorders are to be explained in purely physical (or biological) terms. There is a rhetorical sleight of hand here, from a claim about constitution to a claim about explanation. The twenty-first century penchant for physicalism over dualism is being manipulated to fuel public support for a set of research strategies that the authors group under the banner of “explanatory reductionism.” Borsboom et al. aim to show that if, as they believe, mental disorders are best understood as causal networks of symptoms, then explanatory reductionism must be misguided.

In the philosophical literature, reducive explanations have traditionally been understood as explaining entities at a higher hierarchical level in terms of the interaction of constituent lower-level entities (Kaiser 2015; Kaufman 1971; Sarkar 1992). Such explanations can be partial – what Schaffner (2006; 2016) calls “patchy” – allowing reductionist methods to provide “creeping” but “not sweeping” accounts of the relevant phenomena. Borsboom et al. repeatedly acknowledge the value of such patchy reductions for
rather a and neuroscientific levels. aims to re-stratify the patient population in order to deal with provide all-purpose answers. When the authors argue that phalism) that maintains that the basic sciences will, in the end, be catastrophic even once the triumphalist ideology wrongdoing have been rejected. There is, however, another way to see symptom networks as only part of the causal story; not in terms of holism, but in terms of pluralism. The pluralist would take the models represented in Borsboom et al.’s Figure 1 more seriously than the authors do, assuming a heterogeneity of mental disorders in which some cases might be best understood at lower levels (Figs. 1a and 1b), some at higher levels (Fig. 2), and some at multiple levels (Figs. 1c and 1d). In contrast with the holist’s, this conclusion is more modest; the pluralist only can be sure that not all mental disorders are exclusively brain disorders. But this is enough to logically entail a rejection of triumphalism. And it leads to a generative question the holist won’t pursue: Which psychiatric cases admit of reductionist approaches, and which don’t? Borsboom et al. provide the beginnings of this sort of rubric when they provide three circumstances under which mental phenomena will resist reductive explanation – but there is much more work to be done.

Just as valuable as the authors’ analysis of the canny slogan—ing of the triumphalist is their own insurrectionist response. Their positive program might be captured by the alternative motto of “Symptomatology first!” As the authors importantly note, “to know which physical processes to investigate […] one needs to see these processes for what they are: as physical phenomena that might help us understand the bigger picture of symptoms and symptom networks in which we are ultimately interested” (sect. 7, para. 8). Basic sciences such as genetics and neuroscience will be of use for psychiatry only if they provide medical, rather than merely scientific, explanations. In this sense, Borsboom et al. are absolutely right to insist that we will always need psychopathology before reduction.
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#### Abstract

Autism spectrum disorder (ASD) subjects can present temporary behaviors of acute agitation and aggressiveness, named *problem behaviors*. They have been shown to be consistent with the self-organized criticality (SOC), a model wherein occasionally occurring “catastrophic events” are necessary in order to
Autism spectrum disorders (ASD) represent a set of neurodevelopmental lifelong disorders characterized by deficits of social interactions, impairments in communication skills, as well as excessively repetitive and stereotyped patterns of behavior, interests, and activities (American Psychiatric Association 2013; World Health Organization 2010).

In particular, subjects with ASD can present temporary behaviors of acute agitation and aggressiveness. In fact, they can display momentary maladaptive and challenging behaviors as oppositional or disturbing activities as well as more severe behaviors such as self-injuries or aggressions. These multiple agitation forms are often called, for short, problem behaviors (or crisis behaviors) (Horner 2010; Stark et al. 2015).

The problem behavior has been defined as the “tip of the iceberg” because it seems to be the result of many different underlying variables interplaying in a complex way (Mesibov et al. 2004). Interestingly, in a very recent experimental work (Tonello et al. 2018), ASD problem-behavior dynamics have been shown to fit the self-organized criticality (SOC) model.

The SOC is commonly used to describe natural phenomena and systems such as earthquakes, riverbank failures, and landslides, where a type of “catastrophic event is necessary in order to maintain a “critical equilibrium” (Bak 1997). As a SOC toy model, suppose we drop some grains of sand on a small, round table: Grain upon grain, a sand-pile forms in the shape of a cone. It keeps growing until the table surface is completely covered, and over it, a defined cone shape is reached. At this point, adding new grains won’t change the pile shape any more. In fact, adding grain after grain will cause, suddenly and occasionally, landslides on the pile surface so that the target shape is maintained. So, the pile organizes itself (as a definite cone) and maintains its critical equilibrium through “catastrophic events” (i.e., landslides).

According to the SOC model, “stressors” for an ASD subject would act as the grains of sand. As grains drop on the pile, so stressors occur in her or his life (Stark et al. 2015). As they interact (in a complex way) in the sand-pile, so they interplay within a subject. Similarly to a landslide in a sand-pile, they cause a form of crisis behavior in an ASD subject. Namely, problem behavior is a type of symptom resulting from a complex network of interacting stressors.

Notably, scientific literature can identify stressors as internal (e.g., a feeling of hunger), as well as external (e.g., noise from a car’s horn) (Mesibov et al. 2004). Now, it is reasonable to consider such stressors as being related to “intentional information” making sense in Davidson and Dennett interpretivism (Davidson 1984; Dennett 1987), just as suggested by Borsboom et al. in the target article. As described in the network models, a symptom (e.g., a type of communication ability impairment) can interact with stressors (e.g., feeling of hunger) while another symptom (e.g., hyper-reactivity to sounds) can interact with other stressors (e.g., a car’s honking horn). This complex interplay of symptoms and stressors could lead to, for example, a challenging behavior, a peculiar symptom within the family of what has been called problem behaviors (in turn, feeding the social impairment, another fundamental ASD feature, thus taking place within the network).

Therefore, in our opinion, the network model proposed by Borsboom et al. seems to be highly consistent with the body of published literature regarding ASD problem behaviors and, particularly, with the recently proposed SOC model.

Interestingly, the SOC model could suggest new possible insights. In fact, according to Borsboom et al., “to suffer from a disorder” means ‘to be trapped in the stable state of a self-sustaining symptom network’” (sect. 3, para. 3). The SOC perspective could additionally suggest the network as a self-organized system, in which symptoms are “necessary” events that maintain a type of critical equilibrium (Ramos Sassi Piqueira 2011). For instance, as for ASD, can we think of panic attacks as “landslides” in the “sand-pile” of panic disorders, or of sad moods as landslides in the sand-pile of major depression?

Hence, a pathological state would not be just a “stable state” but a “critical state of equilibrium” of a self-organized complex interaction of stressors and symptoms, just like grains in a sand-pile.
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Abstract

After the Darwinian revolution, biology is not only the study of the operation of structural elements (functional biology), but also the study of adaption and phylogenetic history (evolutionary biology). From an evolutionary perspective, the biology of mental disorders is not just “neurobiology and genetic constitution” but also adaptive reactions to adverse situations. Evolutionary explanations of mental disorders are biological and non-reductionist.

Borsboom et al. contrast the symptom network model with biological explanations of psychopathology and conclude that mental disorders cannot be explained in terms of biology. In fact, their conclusion is based on a biased and flawed description of the biological study of human mind and behavior. They reduce biological explanations of mental symptoms and disorders to abnormal neurobiological mechanisms and defective brain circuits. Even though such a reductionist model is still frequently encountered in the research and clinical literature, it is not illustrative of how biological explanations can improve our understanding of the origin of mental disorders. After the Darwinian revolution, biology is not only the study of the operation and interaction of structural elements, from molecules up to organs and whole individuals (functional biology). Modern biology is also the study of adaption and phylogenetic history (evolutionary biology) (Mayr 1982). When applied to psychiatry, the evolutionary approach shows that the biology of mental disorders is not just “neurobiology and genetic constitution” but also the study of evolved reactions to adverse...
environmental circumstances, including adaptive symptoms and calibrated life history strategies (Trosi 2017).

Keller and Nesse (2006) introduced and tested a new framework for understanding the adaptive significance of depressive symptoms. Their hypothesis (the “situation-symptom congruence” hypothesis) predicts that, if different depressive symptoms serve different evolved functions, then different events that precipitate a depressive episode should give rise to different symptom patterns that increase the ability to cope with the adaptive challenges specific to each situation. The hypothesis was tested by asking 445 participants to identify depressive symptoms that followed a recent adverse situation. Guilt, rumination, fatigue, and pessimism were prominent following failed efforts; crying, sadness, and desire for social support were prominent following social losses. These significant differences were replicated in an experiment in which 113 students were randomly assigned to visualize a major failure or the death of a loved one. The results of the study confirmed the prediction that symptoms eliciting comfort (e.g., crying) should be especially prominent when social bonds are threatened, lacking, or lost, whereas symptoms dissuading the individual from pursuing current and potential goals (e.g., pessimism and fatigue) should arise when the environment is unpromising and future efforts are unlikely to succeed. Strong support for the evolutionary hypothesis came subsequently from a study of 4,856 individuals who experienced different patterns of depressive symptoms associated with nine categories of adverse life events (Keller et al. 2007). The findings offer a biological explanation of the origin of depressive symptoms without implying defective brain circuits and argue against “reductive models that suggest that neural and molecular levels are the only ones at which we will find true explanations for the phenomenon of clinical depression” (Keller et al. 2007, p. 1528).

Environment (and especially social environment) is a crucial variable in evolutionary explanations of mental disorders, which are at the same time biological and non-reductionist. The concept of developmental plasticity is based on the understanding that the phenotype and genotype do not have a fixed relationship and that the phenotypic attributes of individuals are affected by developmental processes. The relationship between environmental influences and the consequential phenotypic change may have directional components of adaptive value (Belsky 2016).

Life history theory is a mid-level evolutionary framework that explains individual differences in various correlated behaviors and outcomes such as mating strategies, risky behaviors, reproductive development, and health. These phenotypic variables are conceptualized as indicators of individual differences along a fast-slow life history continuum. Individuals adopting a fast strategy (that theoretically is most adaptive under harsh and unpredictable environmental conditions) employ short-term mating tactics, engage in risky behaviors, are less future oriented, and devote less time to their offspring (Chua et al. 2017). Consistent with the notion that evolution is incapable of forward thinking, life history theory offers a biological explanation of how early social experiences provide the cues that calibrate individuals’ systems for adapting to their future social environments. Adverse early experiences (e.g., childhood maltreatment) tend to regulate development toward a so-called fast life history characterized by behaviors that would maximize fitness when life is short and the future cannot be controlled or predicted, including heightened risk-taking, early reproduction, and decreased prosocial traits. The life history theory has been especially productive in helping to understand unstable attachments, social antagonism, sexual promiscuity, and early reproduction in some individuals not simply as behavioral disorders, but as a natural outcome of context-sensitive developmental mechanisms that are adaptive for genes, even if not for individual and social well-being (Del Giudice et al. 2011). Several personality disorders, as currently described by psychiatric classifications, seem to reflect “fast life history strategies” caused by a combination of genetic characteristics and early unpredictable or adverse experiences (Brüne 2016). An important implication of life history theory is that the biological prevention of psychiatric disorders should target social risk factors like poverty, maltreatment, and affective deprivation.

Mental health professionals continue to employ a mind-brain dichotomy when reasoning about clinical cases. In clinical discourse, references to “mind” and “brain” have become a form of code for different ways to think about the etiology of psychiatric disorders and their treatment. The etiology and pathogenesis of “biological” disorders would depend mainly on genetic predisposition and neural dysfunction, whereas environmental factors and interpersonal problems would be the main causal factors of “psychological” disorders. The divide between mind and brain fades away if one reasons in terms of adaptive function and employs the concept of behavioral systems. A behavioral system (e.g., the attachment system) can be defined as an integrated group of functionally related components consisting of specific psychological processes, physiological mechanisms, anatomical structures, and genetic influences. No component has an intrinsic priority over the others, and malfunctioning can originate anywhere in the system. When this happens, malfunctioning propagates to all of the components. From such a perspective, it does not make any sense to say that a psychiatric disorder is a “brain disorder” or a “mind disorder.”
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Abstract

Network models block reductionism about psychiatric disorders only if models are interpreted in a realist manner – that is, taken to represent “what psychiatric disorders really are.” A flexible and more instrumentalist view of models is needed to improve our understanding of the heterogeneity and multifactorial character of psychiatric disorders.

This commentary addresses Borsboom et al.’s claim that “if mental disorders are indeed networks of causally related symptoms, reductionist accounts cannot achieve [success]” (target article, Abstract). Borsboom et al. posit that psychiatric disorders are, in essence, networks of symptoms rather than brain states, and that this rules out reductionism. This claim rests on a particular
realist interpretation of disease models, namely that models represent what diseases, in essence, are. We take issue with this interpretation. Models should not be understood as representing the true nature of psychiatric disorders, but as tools to improve our understanding of different aspects of these disorders. A realist interpretation of models might be detrimental for progress in psychiatry, as it may invite exclusivity in the use of models.

Before we engage in argument, we want to align with Borsboom et al. on their anti-reductionist and multifactorial conception of mental disorders. We share many of their views: An exclusive focus on brain processes will hamper progress in psychiatry, because most psychiatric disorders result from interacting biological, psychological, and environmental factors (Kendler 2014). Research focusing on all of these levels will thus benefit psychiatric science more than an exclusive focus on underlying brain processes. In addition, many psychiatric disorders describe a heterogeneous group of patients in terms of symptoms, etiology, and course of illness (Van Loo et al. 2012). To deal with the heterogeneous and multifactorial nature of psychiatric disorders, psychiatry needs flexibility in its research methods. That is why we are critical of Borsboom et al.’s line of reasoning. The implicit realism in their arguments might invite another kind of exclusivity, namely in the use of network models. We believe this might have similar adverse effects on progress in psychiatric science.

Borsboom et al. use a realist view about models

In their first argument against reductionism, Borsboom et al. move from two observations (psychiatric symptoms are highly correlated, and no single biological cause has been found to explain these relations) and a common-sense notion of causality (it seems natural that, e.g., insomnia and fatigue are directly causally related) to a preference of network models over latent variable models. They then argue that if psychiatric disorders are indeed symptom networks, reductionism will fail, because in symptom networks there is no common cause. However, this argument only works if we adopt realism about the models.

First, concerning latent variable models in psychiatry, the authors are right to point to a strong association between such models and reductionism. They invite a physicalist and causal interpretation: The latent variable gets the role of cause – hence the terminology of “common cause models” – and then this cause is imagined to have some physical realizer, for example, a neurobiological process. However, the association between latent variable models and reductionism is by no means a conceptual necessity (Bringmann & Eronen 2018). It is perfectly possible to use latent variable models without interpreting the latent as pointing to an entity in the world, let alone as cause. Moreover, even if we interpret the latent as causal, we can still avoid physicalism if we drop the specific physical realization of the latent cause. Thus, the so-called common-cause models are inviting reductionism only if we give them a particular realist interpretation.

Second, consider the claim that network models make physicalist reductionism unfeasible. As the authors briefly indicate themselves, the use of network models is, in principle, compatible with a reductionist viewpoint, but if symptom networks are taken to be realist representations, this kind of “network reduction” becomes rather implausible (see target article, sect. 4). However, we could employ network models in a more pragmatic manner, namely as instruments of prediction and control, without committing to the idea that they provide a picture of the world. Then it does not say much that network models lack a representation of biological causes: a complete picture is not expected. Anti-reductionism follows from network models only if those models are interpreted as providing a realist account.

Summing up, latent variable models are reductionist, and network models are anti-reductionist, only if we give those models a realist reading. Rather than maintaining realism in the service of an argument against reductionism, we would do better to reconsider this realism itself.

Alternative view on status and function of models

So how should we think of the status of models? Following a well-developed line of thinking in the philosophy of science, we think that models function as instruments of investigation instead of being exact representations of reality (Morgan & Morrison 1999). Statistical models, but also other models – the Bohr model of the atom, the double-helix model of DNA, general equilibrium models of markets – typically involve aspects of both theory and data. A model is an autonomous tool, because it is partially independent of both of them. Precisely because models are partly independent of both, they can be used as instruments of exploration in both domains. As such, models play a mediating role, helping us connect empirical facts about disorders to theoretical accounts of them, thereby performing a variety of tasks.

In the context of psychiatry, this means that psychiatric disorders must not be thought of as being symptom networks, nor as being brain disorders, but that different aspects of psychiatric disorders can be investigated using different types of models. This ties in with our general idea that our attitude towards models must be guided by what will bring psychiatric science further (Van Loo & Romeijn 2015). For example, network models are well-suited to investigate complex dynamic interactions among multiple variables in the development of psychopathology (Wichers et al. 2017). Latent variable techniques instead may be used to achieve data reduction, and to explore underlying latent factors (Bringmann & Eronen 2018). Thinking in terms of a common cause led to the recent discovery of anti-NMDA receptor encephalitis – a rare auto-immune disorder that leads to psychotic symptoms and agitation (Dalmau et al. 2007). An instrumentalist view of models offers more flexibility for switches between and divergence among research strategies, and this is needed to improve our understanding of the heterogeneity and multifactorial character of psychiatric disorders.
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Abstract

Symptom network models (SNWMs) play an important role in identifying but not explaining patterns of symptoms. We discuss underlying assumptions of SNWMs and argue that they represent phenomenal models, best suited to detecting patterns among symptoms. SNWMs need to be supplemented with mechanistic models that provide constitutive and etiological explanations of each symptom (network nodes) once relevant patterns have been identified.

The target article by Boorsboom et al. infuses new ideas into a longstanding debate on the definition, classification, and explanation of mental disorders. It has the potential to create novel ways of mapping symptom structures, understanding comorbidity, and tracking the emergence and development of symptoms. We argue that, while the symptom network model (SNWM) can play an important role in identifying patterns of symptoms, it offers less when it comes to their explanation.

In their article, Borsboom et al. present five, overlapping, theoretical and empirical arguments critiquing the neurocentric, reductionist approach to defining and explaining mental disorders, and propose that a SNWM approach should be adopted in its place. In essence, they argue that:

1. Mental disorders are not disease entities, but are best understood as dynamic networks of symptoms that trigger each other rather than as “things.”
2. Contrary to the claim of neurobiological conceptions of mental disorders, the mind cannot be reduced to the brain (e.g., “mental disorders are not brain disorders at all,” sect. 1, para. 5).
3. Understanding the intentionality of symptoms (what symptoms mean at a phenomenal level) is key.
4. External-contextual factors are important causes of mental disorders and initially activate symptom networks that then become self-sustaining.
5. In light of the above arguments, multilevel explanatory strategies that cover neurobiological, phenomenological, and social-cultural domains are required in order to describe and explain symptom networks.

Boorsboom et al. conclude that SNWMs can deal with these challenges and define, classify, and explain mental disorders more adequately than reductionist neurobiological theories.

A first critical point is that these arguments are only loosely aligned, and although collectively seeming to provide a powerful challenge to neurological conceptions of mental disorders, do not in fact do so. The reason for this is that they individually fail to provide good reasons for adopting a symptom network approach to explaining psychopathology. In brief:

(a) The primary causes of mental disorders could be biological in nature without being disease entities.
(b) Reductionism is a metaphysical argument, not an epistemological (explanatory) one. Therefore, it is not seriously considered by contemporary cognitive neuroscientists, who agree that personal and subpersonal psychological levels of explanation provide unique and valuable insights into the mind (ElIASmith 2013).
(c) Privileging the intentionality of symptoms on a priori grounds is to commit oneself to folk psychological conceptions of the mind and risk begging important theoretical questions.
(d) Multilevel explanations can be developed within the context of a view of the mind as a material system. In other words, a strategy of explanatory pluralism (for pragmatic reasons) can be neutral with respect to the nature of the mind from a metaphysical perspective.

In our view, the failure to be clear about the limits of these distinct arguments means that there is a temptation to structure the debate between neurobiological and intentional level explanations as one between reductionist versus non-reductionist approaches. This is not helpful and represents a false dichotomy.

A second critical point is that the SNWM approach is best viewed as simply one phase of scientific inquiry, and requires supplementing by other types of methodological and theoretical models. There are a number of different aims evident in scientific practice, including prediction, description, classification, and explanation – both causal and compositional (Craver & Kaplan, in press). Different kinds of models are constructed in service of these aims. Phenomenal models are essentially descriptive in nature and aim to capture patterns such as co-occurring events or mental states and behavior (Hochstein 2016). Explanatory models set out to depict the components, their relationships, and organisation in mechanisms that underlie phenomena (Craver & Kaplan, in press). For example, a phenomenal model of depression seeks to describe the symptoms associated with the syndrome and their temporal relationship to one another, while explanatory, mechanistic models provide insight into their underlying constituents, processes, and organization (e.g., serotonin dysregulation, neural activation patterns, attentional biases, negative self-evaluations; Beck & Bredemeier 2016).

In our view, the symptom network model is usefully construed as a phenomenal model and therefore is best suited to detecting patterns among symptoms, as opposed to representing the mechanisms that constitute them (Craver & Kaplan, in press; Hochstein 2016). Identifying the covariance between symptoms and the order in which they appear is an important scientific task and provides a description of phenomena that can subsequently be a focus of explanation. Symptom network models have a crucial role to play in the scientific inquiry process, but a limited one.

Thinking of the SNWM in these terms allows room for developing constitutive and etiological explanations of each symptom (nodes in the network) once the relevant patterns have been identified. Symptoms are complex structures constituted by entities and processes at different levels of organization. Thus, it is reasonable to construct explanatory models, each directed at different aspects of symptoms, and collectively providing an overall explanation of them (i.e., phenomena). These mechanistic models shed light on the way different symptoms exert their effects and influence each other.

A final critical point is that Boorsboom et al. overlook the plurality of models required to engage in research. Even from a SNWM perspective, a family of network models is needed to identify and model relationships among symptoms, each with a different goal: modeling symptom structure within mental disorders, symptoms clusters (irrespective of diagnosis), temporal shifts (e.g., progression within individuals), and so on. Networks of explanatory and descriptive models are necessary.
to provide a comprehensive explanation of symptoms and their grouping into disorders, each focusing on different types of factors and processes.

Authors’ Response

Reductionism in retreat

Denny Borsboom,Angélique O. J. Cramer and Annemarie Kalis

Abstract

We address the commentaries on our target article in terms of four major themes. First, we note that virtually all commentators agree that mental disorders are not brain disorders in the common interpretation of these terms, and establish the consensus that explanatory reductionism is not a viable thesis. Second, we address criticisms to the effect that our article was misdirected or aimed at a straw man; we argue that this is unlikely, given the widespread communication of reductionist slogans in psychopathology research and society. Third, we tackle the question of whether intentionality, extended systems, and multiple realizability are as problematic as claimed in the target article, and we present a number of nuances and extensions with respect to our article. Fourth, we discuss the question of how the network approach should incorporate biological factors, given that wholesale reductionism is an unlikely option.

R1. Introduction

Consider the following thought experiment. Imagine that you lived in a world – call it Reductionia – in which compelling evidence existed for the thesis that mental disorders are, in fact, brain disorders. Reductionia would be much like our world, in the sense that the literature would be equally rife with statements affirming the neural basis of mental disorders; however, in contrast to our world, Reductionia would also be rife with strong evidence for this reductionist thesis. For instance, in Reductionia, the etiology of mental disorders would be understood in terms of broken brain circuits and cerebral deficits, treatment would be directed at deviant neural pathways, and genetic profiling would inform treatment with precision drugs that effectively relieve suffering from mental disorders.

Now suppose that a number of scholars in Reductionia wrote a paper in an influential journal – call it the Sciences of Brain and Behavior (SBB) – and argued for the thesis that mental disorders are not brain disorders at all. Suppose further that, miraculously, this paper got through peer-review at SBB, and that dozens of scholars were allowed to comment on it.

We would like you take a moment to imagine what these comments would look like. We think, and we expect you will agree, that the SBB commentators in Reductionia would most likely tear the paper apart by presenting scientific evidence in support of the thesis that mental disorders are brain disorders. Responses might have been comparable to those that would befall an author who, in our actual world, published a paper saying that, for example, Parkinson’s is not a brain disease or that Down’s syndrome is not due to a genetic condition. Commentators would simply point to the evidence and chastise the authors for their ignorance of the literature.

Now compare the SBB commentaries in Reductionia to the BBS commentaries to our target article in the actual world. The difference is astonishing. None of the commentators appears able to point to convincing evidence that, generically speaking, mental disorders are brain disorders; in fact, it seems that most commentators do not even bother. This brings us to the first important conclusion of this response to commentaries: The thesis that mental disorders are brain disorders enjoys no appreciable support.

Importantly, this establishes that the reductionist position on mental disorders as brain disorders does not represent a scientifically justified conclusion, as is often supposed in the popular and scientific literatures, but instead is a hypothesis. Our target article dealt with the question of how likely this hypothesis is, given the assumption that network theories of mental disorders are broadly correct. Thus, as pointed out by some commentators (e.g., Tabb), the main argument defended in our article is a conditional one: If mental disorders are causal networks of symptoms (as we have argued elsewhere), there are strong reasons to believe that reductionist explanations of mental disorders are blocked. Of course, this does not mean that explanatory reductionism would be vindicated if the network theory might turn out incorrect; there are many other reasons to be skeptical about reductionism (Eronen & Brinckmann) and, especially, about what Tabb denotes as the triumphant variant of the position. Our paper argued that network theory is sufficient to block explanatory reductionism, but not that it is necessary. Also, a failure of explanatory reductionism does not imply that certain symptoms or functional relations between them could not receive a partial reductive analysis (Tabb; Hur, Tilman, Fox, & Hackman [Hur et al.]; Ward & Fischer) or that some conditions of psychopathology could not have a physical cause, as Van Loo & Romeijn point out. It does mean, however, that we should considerably tone down our expectations on what we can reasonably expect to learn from biological approaches of psychopathology.

How plausible is the premise in the conditional argument presented – that is, the idea that psychopathology should be approached from a complex systems perspective, using network models, dynamical systems, and associated techniques? Several commentators embrace our suggestion that it does indeed make sense to think of mental disorders as networks, and also agree with us that, from such an approach, it follows that mental disorders cannot be brain diseases. For example, Ioannidis argues that this “new narrative” can explain why pharmaceutical treatments have only limited effects, and that network approaches suggest alternative forms of clinical research focusing not on etiological pathways but on a variety of pragmatically relevant treatment outcomes such as quality of life, relationships, and professional success. According to Ioannidis, we need to think of mental disorder
“as an evolving, ever-changing challenge for society-at-large.” To this, Baran adds that reductionist explanations in psychiatry heavily rely on animal “models” of mental disorders – models which cannot do justice to the “massively multifactorial system networks which go awry in mental disorders.” McNally, stating that the network approach has “dramatically changed” the landscape of models of psychopathology, even suggests that biology itself might move into an anti-reductionist direction in response to the “network takeover.” Moreover, in support of our argument, several commentators emphasize that network approaches are highly consistent with recent insights on different kinds of disorders. For instance, Hens, Evers, & Wagemans (Hens et al.) and Tonello, Giabocchi, Pettenon, Scuotto, Cocchi, Gabrielli, & Cappello (Tonello et al.) both defend the view that network models might offer a valuable analysis of autism spectrum disorders (see also Deserno et al. 2017; 2018); Hyland thinks it could also be fruitfully applied to certain complex functional disorders such as irritable bowel syndrome and chronic fatigue syndrome. Field, Heather, & Wiers (Field et al.) emphasize how the concept of addiction fundamentally depends on the cultural and historical context, and argue that our approach offers an opportunity to fundamentally rethink the “brain disease model” of substance abuse, a position also supported by Ross’ arguments.

Some commentators even claim that our objections to reductionism aren’t radical enough. For example, Ross thinks that we still give reductionist approaches too much credit: He convincingly argues that, in some instances, psychopathology does not require any kind of biological abnormality to be present. The argument is that, in addictive disorders, the relevant brain mechanisms fulfill precisely the characteristic functions they were selected for in our evolutionary past, but these neural systems are “hijacked” by our current environment of roulette tables and gambling machines. Ross’ example is well taken and matches many of the symptom–symptom relations seen in network analyses of mental disorders (e.g. insomnia → fatigue, anxiety → avoidance) which typically come across as prosaic precisely because they reflect normal systems in our biological makeup. Desseilles & Phillips also hold that the network approach underestimates, rather than overstates, the complexity of mental health and disorder, as network models do not distinguish between different types of relevant factors and cannot establish “real” causal relations.

Thus, as a first conclusion, even though certainly not all commentators embrace a network approach (see, e.g., van Loo & Romeijn; Eronen & Bringmann; O & Brüne), it is remarkable that none of the commentators, not even our more critical opponents, attempt anything like a spirited defense of the reductionist paradigm in psychiatry. Instead, almost all critics point their arrows at other targets. For example, several authors claim that the explanatory reductionism we criticize is, in fact, a straw man, and they suggest more nuanced positions such as non-reductive materialism should be defended; others suggest that network models merely represent a phenomenological level of analysis. However, it appears that nobody wants to take up the reductionist gauntlet. This, we think, is a useful signal to the world outside of academia because it communicates an important message from the ivory tower to society: Despite the many sources that suggest mental disorders to be brain disorders, reductionism is not a viable scientific position.

R2. Who or what is the straw man?

Several commentators remark that our target article was not properly directed, in the sense that we attack an outdated straw man that nobody believes in anymore. For instance, Hur et al. suggest that we “use evidence against extreme reductionism and common causes to devalue clinical and translational neuroscience approaches – effectively throwing the baby out with the bathwater.” Similarly, Troisi states that the reductionist model as we defined it “is not illustrative of how biological explanations can improve our understanding of the origin of mental disorders.” Finally, Ward & Fisher argue that reductionism “is not seriously considered by contemporary cognitive neuroscientists, who agree that personal and subpersonal psychological levels of explanation provide unique and valuable insights into the mind.” The impression one gets from these remarks is that the actual research in biological approaches to clinical psychology and psychiatry is much more sophisticated than the simple search for a common biological cause of symptomatology, and does in fact already incorporate psychology and environment in integrative ways.

Surely, there exists research for which this picture is accurate, and we would in no way want to suggest that the crude form of reductionism we sketched in our target article is invariably entertained among researchers working on the biological factors involved in mental disorders. Still, it is hard to avoid the impression that neuroscience and genetics, in this respect, are Janus-faced. While the researchers who feature in the current discussion forum insist that nobody really believes in explanatory reductionism, at the very same time many of their colleagues are dominating the media with claims that clearly rest on the acceptance of the thesis that mental disorders are brain disorders in a literal and unqualified sense.

In our target article, we gave the example of NIMH leaders who, as late as 2015 and in full view of the absence of any strong evidence supporting their claim, felt confident declaring that mental disorders are brain disorders (Insel & Cuthbert 2015), and we discussed a number of other influential sources who are on the record as embracing full-fledged versions of explanatory reductionism. We think it is therefore rather remarkable that so many commentators feel confident in stating that this form of reductionism is a straw man. If this is really the case, why is it so easy to find examples of government-funded scientific organizations that communicate the message to the public that mental disorders are brain disorders? The Queensland Brain Institute, to give but one example, simply lists depression as a brain disorder on its website; and the first sentence under the header “What causes depression?” is “The neurobiology of depression is still poorly understood,” suggesting that the answer to the question, whatever it may be, must in fact turn on neurobiology. Similarly, in 2017, the Dutch National Institute of Public Health and the Environment published research concluding that one in every four citizens “suffers from a brain disorder.” The count, which was widely publicized, indiscriminately included all mental disorders for which data were available. Those who think this type of talk is limited to press releases and promotion material may consider some cutting-edge science. The most recent genetic work on depression, published in Nature Genetics, found that 44 genetic loci are significantly correlated with depression measures which, taken together, explain 1.9% of the variance in estimated depression liability (Wray et al. 2018). These results lead the authors of the otherwise excellent study to draw a stunning primary conclusion from the data: namely, that “major depression is a brain disorder.”

We are not cherry-picking. It is not at all hard to find these examples, as anyone can verify by searching the Internet for information on mental disorders. The notion that mental disorders are
genetically encoded brain disorders is everywhere around us. It dominates the organization of research, it dominates teaching, and it dominates the media. The central problem is not even that the thesis is necessarily false – as we stated in our target article, in the future we may in fact witness the kinds of breakthroughs that would establish that mental disorders are brain disorders; this is, in our view, spectacularly unlikely but not impossible. The central problem is dogma: The reductionist hypothesis is not treated as a scientific hypothesis, but as an almost trivial fact.

Given that so many examples of outspoken reductionism exist, we feel hesitant to accept that explanatory reductionism is a straw man. Rather, we submit that the idea that mental disorders are brain disorders has somehow become a background assumption of our modern society – an undisputed member of the cabinet of scientifically respectable facts, on par with “the world is round” and “life developed through evolution.” Even though, as said, none of the commentators attempts to defend reductionism explicitly, reductionism as a background assumption clearly does shimmer through in several of the responses to our target article. Hur et al. state casually that “mental illness is undeniably based in brains and genes.” Redish, Kazinka, & Herman (Redish et al.) argue that “[b]ecause all behavior arises from brain function, neurobiology is obviously critical for understanding psychiatric phenomena.” Pernu declares that “[s]ymptoms, however, are mere signs, marks of the underlying disorder or illness; and even in clinical practice, the ultimate aim is not just to remove the symptoms, but to cure the physiological condition they stem from.”

One does not get the impression that these commentators, in their own view, are launching spectacular scientific hypotheses. If they looked at their statements in this way, the commentators would probably have felt compelled to provide arguments for these theses. Rather, they make the impression that they are stating the obvious.

Explanatory reductionism, however, is not obvious. It is not a fact but a hypothesis that mental disorders originate in the brain; it is not a fact but a hypothesis that there are genes “for” mental disorders; and it is not a fact but a hypothesis that finding out “what goes wrong in the brain” is a necessary condition for progress in the science of mental disorders. It is a realistic possibility that increased understanding of the neuroscience involved in mental disorders will in fact establish that they are not brain disorders. The network theory opens up a general and scientifically defensible prospect that shows how this could be the case, as we argued in our target article.

R3. Networks = notworks?

For some commentators, the network approach does not work, for various reasons and in various ways (Elbau, Binder, & Spoormaker; Elbau et al.; Eronen & Bringmann; Hur et al.; Ward & Fischer). One returning theme concerns the supposed “thinness” of network models – in other words that, supposedly, the network framework “fails to provide a deeper explanation … of where those patterns come from” (Hur et al.). Ward & Fischer acknowledge the usefulness of a network approach as a model at the level of phenomenology, that can be employed to “detect patterns among symptoms,” but they argue that the approach does not represent “the mechanisms that constitute [symptoms].”

To analyze this situation, it is important to distinguish between a network as a theoretical model that aims to represent phenomena in the world (e.g., see Borsboom 2017; Cramer et al. 2016) and as a statistical model that one estimates on empirical data (e.g., see Epskamp & Fried 2018; Van Borkulo et al. 2014). If the commentators, when noting the thinness of symptom networks, are referring to the fact that the statistical model does not churn out a set of empirical, mechanistic facts about the world – for example, the connection between depressed mood and suicidal thoughts is primarily driven by a lack of self-worth – then we fully agree. Statistical models contain variables connected by parameters. A model fitting exercise will return parameter estimates that describe relations between variables, but it will not generate mechanistic explanations for why these relations exist. Statistical models, in this respect, indeed should be seen as delivering evidence on the presence of causal processes rather than on the nature of these processes.

However, the conditional argument set up in our paper does not concern such statistical models; it instead concerns network theories that do address the nature of psychopathology – namely, that psychopathological conditions are alternative stable states of complex networks formed by symptoms and interactions between symptoms (Borsboom 2017; Cramer et al. 2016). For instance, Cramer et al. (2016) showed that, for major depression, we can fairly precisely explain how an episode of major depression can come about, namely by the dynamics in a strongly connected network in which symptoms cause and maintain one another. The connections between symptoms in this theoretical model do lend themselves well for coupling with real-world mechanisms, including biological ones (see also Ross). For example, the theoretical connection between insomnia and fatigue is supported by a real-world mechanism, namely the homeostatic processes instantiated by the biological clock; the connection between hallucinations and anxiety likely involves fear mechanisms deploying the amygdala (Hur et al.); the connection between gambling and money shortage undoubtedly deploys the mechanical specifications of the Roulette table. The network theory of psychopathology holds that, in psychopathology, these real-world mechanisms reinforce each other to such a degree that a symptom network becomes self-sustaining (Borsboom 2017). Importantly, however, this theory is not necessarily tied to statistical network models; this can be seen from the fact that one can specify the theoretical idea independently of statistical modeling schemes whatsoever: it could, for instance, also be specified using deterministic models (e.g., dynamical systems models). Current statistical network modeling techniques should therefore not be seen as instantiations of this theory but as statistical devices that chart the structure of symptom-symptom connectivity (e.g., see Boschloo et al. 2015); the hope in using such models is not that these analyses will magically return a substantive theory all by themselves, but that they will uncover patterns of network connectivity between symptoms that can subsequently be used to inform theoretical models. However, statistical models are not themselves substantive theories, and the network approach is not defined by or limited to one particular type of statistical model.

We also can see this clearly from the fact that the relation between network theory and network model is not one-to-one: Network theories may map into statistical network models, but they do not necessarily do so. Recently, for instance, it was shown that a Curie-Weiss model – a special case of the Ising model in which all connections have the same strength – is statistically equivalent to the Rasch model (an important latent variable model; Epskamp et al. 2018; Marsman et al. 2017). This means that one can use latent variable models to specify statistical consequences of network theories, and one can use network
models to specify statistical consequences of latent variable theories. As one example, it has been recently suggested that network models are particularly useful to identify the dimensionality of the latent factor space (and even outperform factor analysis in this respect; Golino & Epksamp 2017; Golino & Demetriou 2017). These equivalence theorems also explain why, as Jayawickreme, Rasmussen, Karasz, Verkuilen, & Jayawickreme [Jayawickreme et al.] note, network models and factor models can lead to very similar results; when network models are applied to data of questionnaires that have been developed using psychometric models (e.g., item response theory of factor analysis), they will mirror the structure of these models (i.e., every factor will produce a clique in the network). In view of this, Jayawickreme et al. make the important methodological point that one should be careful in selecting which variables to include in network models if the findings are to inform network theories; for instance, if one uses sets of items that are selected to conform to a unidimensional factor model (in practice, this typically results in sets of items that all correlate with about the same strength), one’s network analysis will be predictably homogeneous (i.e., all nodes will feature roughly equal interconnections so that all nodes are equally central; Marsman et al. 2017). However, this may not always be informative with respect to the issue of how disorders are structured.

Therefore, we should take care in distinguishing network theories from network models. We think that complaints on the thinness of networks, or the idea that they are “merely phenomenological,” are relevant to statistical network models, which indeed only represent conditional associations between symptoms. As Van Loo & Romeijn argue, such models can be interpreted in an instrumentalist fashion. And if one engages in such an interpretation, it is indeed somewhat hard to see exactly what is meant in a conditional argument that proceeds from the subjunctive conditional “if the network theory of psychopathology were true,” because truth is a property of semantically interpreted theories, not of statistical models per se. However, such an interpretation is not suited to network theories, interpreted as formalized theories that represent actual problems people have (i.e., the problems encoded as symptoms in diagnostic manuals such as DSM-IV) and causal processes by means of which these problems maintain, promote, or inhibit each other. Interpreted in this way, network models are not susceptible to arguments that they are too thin in the sense of being merely about phenomenology. Symptoms, and relations between them, allow any depth of theoretical explanation one might envisage, including those ventured in learning theories, cognitive schema accounts, psychodynamic approaches, neuroscientific theories, and, ultimately, evolutionary theories (O & Brüne). For this reason, network theories do not rule out hierarchical explanatory accounts, as Oller suggests. However, what is very clear when one considers plausible candidate accounts that connect symptoms, is that it is spectacularly unlikely that all of these relations will be amenable to a neuroscientific account, as they will require reference to the world external to the body as well as the (partly culturally loaded) content of mental states, of which several commentators provided important examples (e.g., see Crafa & Nagel; Field et al.; Jayawickreme et al.). Network theories therefore almost by necessity lead to pluralism, as different symptoms (and relations between symptoms) require analyses at different levels.

**R4. Intentionality, multiple realizability, and extended systems**

Many commentators agree with the claim that symptoms often bear intentional content and that this constitutes a challenge for reductionists. As Ross rightly remarks, intentionality is a general obstacle to reductionist explanation, and not one that is specific for the explanation of mental disorder. Nevertheless, intentionality pops up as a specific challenge for reductionist explanation of mental disorders when it is claimed (as we do) that mental disorders should be understood in terms of causally interrelated symptoms. In other words, it is precisely the network approach to mental disorders that brings intentionality to the fore as a challenge for reductionism. Eronen & Bringmann are similarly correct to claim that “defending anti-reductionism does not require taking a network perspective,” but this has no consequences for our argument because our claim rests on the sufficiency, but not the necessity, of the premise that network theory correctly describes psychopathology: We argue that the network approach constitutes a specific obstacle to reductionist explanation, because it locates the causal nexus at the level of symptoms, which are often inherently intentional. This has little to do with whether other obstacles to reductionism also exist (which is undeniably the case).

To avoid this difficulty, Eronen & Bringmann and Van Loo & Romeijn both bring up the idea that one could adopt an instrumentalist understanding of network models. Doing so would discharge us of the obligation to argue for the causal relevance of intentional symptoms: We could just show that modeling mental disorders as causally related symptoms with intentional content is a useful and predictive explanatory tool. However, we believe instrumentalism is not a serious option here. Adopting instrumentalism about models implies that the models one proposes cannot be said to be either true or false – and this means that what we attempt in the target article would not even be possible: One cannot develop a conditional argument on the truth of a model that cannot be said to be either true or false. More importantly, network models get their “bite” precisely from their ambition to provide an account of what mental disorders are; therefore, retreating to an instrumentalist position would render the approach toothless.

The network approach suggests that the intentional content itself figures in causal explanation. For example, Field et al. mention that addicts who believe that they suffer from a chronic disease are less likely to recover than those who believe they suffer from an unhealthy habit. Their implicit suggestion is that the specific content of their beliefs about their addiction causally affects their chance of recovery. But how should we understand this? According to Eronen & Bringmann, the hard-core reductionist could “accept the importance of intentional contents and their meaningful relationships, but nevertheless argue that the real causal work is done by brain states.” To show that this is a dead end, Eronen & Bringmann argue that we might have to resort to an interventionist understanding of causation (a suggestion we already hinted at in the original article), and subsequently propose to start testing the hypothesis that interventions on the level of intentional content indeed have causal effects, a point also made by Müller.

While the emphasis on interventions is certainly worthwhile, Eronen & Bringmann seem to overlook the fact that we already have a substantial amount of empirical evidence for the thesis that manipulating the content of mental states (fears, beliefs) has content-specific causal effects in psychopathology. In particular, the research program surrounding cognitive behavioral therapy (CBT) offers a rich trove of findings that evaluate exactly this thesis. CBT, which is probably the most extensively researched and empirically supported psychological treatment in existence...
(Hofmann et al. 2012), is based on the premise that psychopathology is at least in part caused and maintained by maladaptive cognitions (general schemas about the self and the world): intentional states par excellence. CBT explicitly targets the content of these cognitive representations through techniques such as cognitive restructuring (Beck 1970; Ellis 1962).

Panic Disorder (PD) is an important example of a case where interventions on the content of cognitive states are explicitly used. In PD, intentional states play a central role. Primary theories on the etiology of PD hold that panic attacks arise from a feedback loop between physiological arousal (e.g., increased heart rate) and a cognitive schema that specifies a particular intentional content, that is, about the arousal (e.g., “My heart is racing, so I must be having a heart attack”). The interpretation of the bodily signal as heralding an impending catastrophe then reinforces the arousal itself, which in turn reinforces the cognitive representation, resulting in a runaway feedback process that culminates in a panic attack (Clark 1986). CBT interventions in use involve a variety of techniques aimed at modifying these cognitive representations, for instance through controlled exposure, which teaches the person that the impending catastrophe in fact need not happen, and by training the person to replace the cognitive representation with another one. (For example, CBT may teach the person to consider at least one other hypothesis, apart from “I am having a heart attack,” that could explain the physiological arousal when it arises.) Such interventions have been shown to be effective (e.g., Hofmann et al. 2012; Mitte 2005). Similar techniques are used in a variety of other cases ranging from eating disorders to depression and from somatoform disorders to psychosis (see Hoffmann et al. [2012] for an overview).

Thus, the evidence for the causal relevance of intentional states and the effectiveness of intervening on these states is overwhelming. However, according to Eronen & Bringmann, this would still leave open a reductionist rebuttal: The causal relevance of symptoms-with-content could still be brought about by neural or biological causes. Here we can point to the argument developed in Ross’s comment, which aims to show that the fact that neural processes are causally involved does not guarantee a successful reduction. What is needed for a reduction to succeed is to show that these neural processes can explain why a person has a belief with a certain content and not with another.

One of the arguments we bring forward for the claim that intentionality blocks reductionism, is that it is widely held that mental states with intentional content are multiply realizable and therefore not type identical with brain states. Some of the commentators argue that this is not convincing. Pernu, for example, claims that many apparent cases of multiple realizability can be dissolved by “kind splitting.” This solution is based on the idea that one should analyze mental states at a level that is just as “fine-grained” as the level at which one analyzes physical states (Bechtel & Mundale 1999) – and that if one insists on a fine-grained analysis of physical states, one might have to conclude that two people who believe “my neighbor is a secret agent for the CIA” on the basis of different underlying physical processes, do not actually have the same belief at all (Polger 2009).

However, this response makes sense only if one already assumes that mental states such as beliefs and fears are, in fact, completely constituted by physical states in the brain. As said, it might be that in the future this will turn out to be true, but at present this is still very much an open issue. In fact, there is a growing chorus of voices in contemporary philosophy of mind arguing that we should not think about intentional states in this way. According to these approaches, what makes John’s belief about “his neighbor being a secret agent for the CIA” is not that he is in a certain brain state, but that some coherent set of counterfactuals is true of him (Baker 1995). His belief is characterized through a set of counterfactual conditions such as: If the neighbor were to start a friendly talk, John would respond nervously; if John passed the CIA headquarters, he would expect his neighbor to be there; and so on. What makes a state a state with a certain specific content, is thus thought to depend on the occurrence of a set of meaningfully related phenomena, embedded in a certain context.

Building on the by now almost mainstream assumption (explicitly or implicitly endorsed by several commentators: Crafa & Nagel; Field et al.; Jayawickreme et al.) that cognition is embedded and extended (see Clark & Chalmers 1998; Menary 2010), the content of one’s mental state is thought to be at least partly determined by one’s environment. This raises another barrier to purely biological explanations of mental disorders, for two reasons: First, the simple but profoundly important and easily forgotten fact that the environment is not in the brain. Second, the more complicated fact that the relevant features of the environment are unlikely to admit an effective characterization in terms of their purely physical features, more or less for the same reason that behaviorist analyses hardly ever managed to characterize classes of stimuli in purely physical terms, without indirect reference to mental states. The physical constitution of the Roulette table certainly matters to its function, but that physical constitution realizes a gambling apparatus only from the point of view of the human being, not from the point of view of physics; it is, in other words, unlikely that the Roulette table will ever become a “kind” of physics (or of neuroscience; Fodor 1974). Perhaps for this reason, the relevant environmental features in psychopathology are themselves almost always multiply realizable. One need only consider the fact that debts and poverty are crucial factors in the maintenance, and probably also in the genesis, of several disorders; these properties come down to a lack of money, and money is the quintessential example of a multiply realizable phenomenon.

Pernu, however, holds that multiple realizability does not offer sufficient grounds to reject reductionism, and that a more successful argument for the failure of reductionist explanation would be if something like inverse multiple realizability would be true. So, if it were true that one and the same brain state could realize different symptoms in different circumstances, this would show that even an ideally complete neural description of a symptom would not allow us to identify which symptom it is. Pernu argues that the truth of inverse multiple realizability would undermine even the basic supervenience thesis that he ascribes to us, turning such an argument into what he calls a Pyrrhic victory. However, in our reference to supervenience in the target article, we merely suggested that “the strongest viable position that is still available would be non-reductive materialism along the lines of the supervenience thesis in the philosophy of mind,” that is the thesis defended by Kim (1982; 1984). At the same time, as becomes clear in our argument, any form of non-reductive materialism that our position allows for would clearly need to take a broader spectrum of physical states into account than mere brain states (including, for example, states of the environment). In fact, we consider it highly plausible that something like inverse multiple realizability for brain states is correct, and thus that supervenience about neural states is wrong. As discussed above, Ross (who suggests that our tolerance for supervenience is an unwarranted
concession – about which he might be right) convincingly argues that the context is often what makes a disorder a disorder.

This means that it might not always be possible, even in science-fiction scenarios in which one would have access to the complete physical description of brain states, to determine purely on the basis of these brain states whether a person has a certain symptom or not. Indeed, such a conclusion would seem correct for many of the symptoms listed in diagnostic manuals such as DSM-IV. To start with, symptoms that involve truth conditions in the external world would seem to defy supervenience of psychological states on neural states more or less by definition. Elizabeth and Bob may both believe that they are persecuted by the CIA, and this belief may be instantiated in the exact same way in their brains. Depending on the external circumstances, however, this belief may count as a symptom or not – for instance, when the belief is veridical for Elizabeth (who is actually a Russian spy) but finds no grounding in reality for Bob.

A second important class of symptoms that is likely to violate supervenience with respect to neural states involves the many symptoms that code behaviors as “excessive” or “out of proportion” with respect to the circumstances: For example, persistent handwashing is not a symptom of Obsessive Compulsive Disorder (OCD) in a situation where there is a nontrivial risk of infection.

A third class of symptoms that will likely defy supervenience with respect to the brain refers to social norms. Two people may both exhibit the same level of systematic violence, with all of the same neural states that come with it, but if one is a professional boxer while the other is a choir boy, we may justifiably consider the behavior as a sign of psychopathology in the latter but not the former.

Fourth, symptoms that explicitly involve relations with the environment (e.g., having debts, having been in contact with law enforcement, etc.) will not satisfy supervenience with respect to brain states because in these cases what counts is what happened to the person rather than what brain states the person has.

Fifth, a large class of symptoms is defined in terms of a specific trigger in the environment; for instance, the fear response of a phobic who sees a spider may be physiologically indistinguishable of the panic attack in a patient with panic disorder. What makes the difference between these conditions could lie in how they are triggered by the environment.

It should be noted that the above examples putatively refute supervenience of symptoms with respect to brain states, but not with respect to the physical world at large. However, if supervenience of the mental on the physical is meant as supervenience on the physical state of the world in its totality, this would engender a form of non-reductive materialism with even fewer teeth than the thesis that mental states supervene on brain states.

So how should we deal with accounting for the intentional content of symptoms? Slors, Francken, & Strijbos [Slors et al.] suggest that making sense of intentional content requires more than “just” assumptions of rationality. Instead, they argue that what is needed is “a range of further, non-rationalizing interpretive strategies, including simulation, empathizing, and using clinical knowledge and experience.” They rightly note that, for example, delusions are precisely delusions insofar as they do not manifest the kind of rational relations to other states that we observe in regular beliefs. For example, whereas beliefs are at least to some extent susceptible to correcting evidence, delusions are generally not. In the target article, we acknowledge that pathological intentional states differ from non-pathological ones in terms of rationality. We tried to account for the inherent irrationality of psychopathology by pointing out that psychopathology stands out as, so to say, an irrational figure against a “minimally rational” background. Slors et al. turn the picture around, and speak of the search for “islands of reason in a sea of confusion.” Which picture best reflects the “rational status” of someone suffering from psychopathological symptoms will clearly depend on the individual case; however, we believe our notion of rationality is much more minimal and bounded than Slors et al. have taken it to be. Our point in speaking of a background of rationality was to indicate that almost all persons suffering from symptoms still take part in the social practice of exchanging reasons: They take part in conversations about treatment options or what they want for dinner, and often even participate in complex practices such as “talking therapies” like cognitive behavioural therapy. It is in this sense that we claim that almost all persons suffering from psychopathology, still manifest a substantial amount of background rationality. So, whereas we fully agree that “making sense” requires a wider interpretative spectrum than just naive assumptions of full rationality, we do not think our arguments offer such a restricted view on interpretation.

R5. Beam me up, Scotty!

As Hur et al. state, “Clinical and translational neuroscience has historically been oversold and under-delivered.” These are true words, except that overselling neuroscience is not a thing of the past but of the present as well. Even if the prospects for a neuroscientific analysis of mental disorders seem gloomy upon a sober evaluation of the evidence, many researchers keep pointing to the future, presumably under the assumption that, sooner or later, the biological ship must sail in and their utopic Reductionia will materialize.

For example, Elbau et al. keep their hopes up and state that “there is not yet reason to abandon the effort of biological reduc- tion that has been most fruitful in all other fields of medicine.” Oller thinks that “recognition of the abstract nature of mental/linguistic events does not diminish the importance of the neural impulses that, at another level, form the infrastructure for those events” (emphasis Oller’s). And Eronen & Brignmann suggest that the reductionist could maintain that “it is pragmatically useful to describe and predict human behavior in terms of beliefs and desires, but this is consistent with the idea that the real causes of behavior are biological or neural.” Perhaps the most adventurous commentators are Perlovsky, who envisages a “physics of mind,” and Pernu, who hopes for an entirely new categorization scheme which, in contrast to the current set of disorders, would map neatly onto as yet unknown neurobiological explanations: “Therefore, the idea is that we should aim to abandon the superficial DSM classifications and replace them with more valid classifications based on physiological aetiologies.” As a result, Pernu argues, “our current understanding of mental disorders – ‘folk psychiatry’ – will be fundamentally transformed, and the symptomatically defined notions of mental disorders (M) will give way to new notions, aligned with their neural-level realisers (M1 and M2).”

Of course, one can hope for such transformations to materialize, and one is free to pursue research that might deliver such beautifully delineated categories. We do insist, however, that we all keep our eyes on the ball. In the current scheme of things, explanatory reductionism is a remote possibility, not a realistic research target. We do not have biomarkers that are sufficiently...
reliable and predictive for diagnostic use. We have not identified genes that are specific to disorders and explain an appreciable amount of variance. We have not obtained insight into pathogenetic pathways in the brain that are sufficiently secure to inform treatment. If anything, we should wonder why the massive investments in research, that should have uncovered these factors, have not pushed back the prevalence of common mental disorders by a single percentage point. Of course, everybody wants a penicillin for psychopathology, but we do not do anyone a favor by supposing that we are almost there, or even on the way. Therefore, despite the strong scientific image that is built up by brain scanners and genome sequencing machines, the situation as sketched by Insel and Cuthbert (2015), for example, and echoed by Pernu should not be understood as science but as science fiction.

If the role of biology is not to teleport us into explanatory reductionism, what exactly is it? Ward & Fisher aim in a different and, in our view, more plausible direction, stating that “the primary causes of mental disorders could be biological in nature without being disease entities.” Their idea is that, while network models may identify the relevant connections between symptoms, “mechanistic models shed light on the way different symptoms exert their effects and influence each other” — and some of these mechanistic models may well be neurobiological in nature. This is certainly true and can be easily seen from some of the prosaic examples we discussed: Disruptions in the sleep-wake cycle cause concentration problems and fatigue; lack of appetite causes weight loss and lack of energy; prolonged use of drugs often causes tolerance and dependence. There is no doubt whatsoever that these mechanisms are grounded in neurobiology, and that the explanation of why one network structure obtains rather than another will have to rely on such neurobiology as well.

An important question, however, is how far one wants to move down this explanatory ladder and whether it would make equal sense to do so for different symptom-symptom connections. The cases of insomnia → fatigue, lack of appetite → weight loss, and substance use → tolerance are obvious enough, but it is no coincidence that these particular connections do not typically invoke the content of mental states. For connections that do rest on the content of mental states, it is much more difficult to see how they are to be explained through neurobiological mechanisms. For instance, John and Jane are both depressed and convinced they are a burden to their environment; more specifically, John thinks he makes his family unhappy, while Jane feels that her friends despise her behind her back. John and Jane both have feelings of worthlessness, but the content of their ideations differs, as will their brain states. How could information on those states possibly help us understand why John and Jane have the feelings and thoughts they have, or in what sense they both instantiate feelings of worthlessness despite the different contents and neural realizations? Similarly, what about the distinct neural mechanisms that must underlie compulsive hand-washing (obviously engaging the motor cortex) versus checking locks (probably engaging the visual cortex)? What about gambling addicts who are preoccupied by Roulette tables versus those who cannot help thinking about slot machines? Does anybody seriously expect to be able to identify these phenomena as being feelings of worthlessness, compulsive behaviors, or preoccupations with gambling, and to successfully differentiate them from each other and group them in the right categories, merely by looking at the brain?

One can hope for advances in mind-reading neuroscience that would allow one to detect suicidal ideations without having to ask the person what they think. But even if such science-fiction devices were to obtain, it would seem that primacy for identifying the content of mental states will remain with the intentional level of description rather than with the neurological one. One is hard-pressed to accept a situation in which the mind-reading machine detects the presence of persistent suicidal ideation, whereas one subjectively experiences only persistent thinking about how to fix a leaking tap. The success of any mind-reading machine will have to be measured against the ordinary folk psychological level of intentional description (after all, it’s supposed to be reading the mind). In that sense, the intentional level will always have epistemic priority — at best, a mind-reading machine might become exceptionally well calibrated to that intentional level. As a result, in cases that involve the content of mental states, whatever we expect to find at the level of neurobiology must be epistemically slaved to the mental states we already identify at the intentional level. If this is correct, we can never expect the identification of the relevant mental states and behavioral patterns to be successfully executed at the level of neuroscience itself, and this means that whatever neuroscientific explanation we will get is going to be parasitic on “folk psychology” rather than an alternative to it.

R6. A little less observation, a little more experiment

Müller contests the testability of network models, stating that: “Empirical network approaches simply purport testability by bioinformatic large data analysis.” Although network models can imply testable constraints on conditional independence relations in the data, we agree that in most applications of statistical network models the results should be taken as exploratory, and that it is important to develop ways of critically testing complexity approaches. The question of how exactly network theories should be empirically interrogated is, however, not trivial; the same holds for the question of how to decide whether a given disorder is amenable to a network theory. As Tabb suggests, the assumption that a network model is broadly correct may not hold for all mental disorders (see also Fried & Cramer 2017), and as such, it is important to develop ways of deciding which approach is most likely to be fruitful; for instance, whether a common cause model or a network model would be more appropriate. Simply pitting the statistical models against one another is difficult because that different explanatory models can have very similar consequences at the level of correlations in an observational dataset (Jayawickreme et al.). How should we then tackle the challenge of picking the most suitable candidate model for a given disorder?

One potentially fruitful strategy is increased reliance on experimental instead of observational data. In clinical psychology and psychiatry, network analyses have frequently relied on observational data in which no single variable is manipulated, for example, data from major population surveys in which a large number of people are asked once about the presence/absence or severity of psychopathological symptoms (for an overview, see Fried et al. 2017). While useful in many respects (e.g., as a means to obtain prevalence and comorbidity estimates, or to develop hypotheses on network structure), such designs are limited when it comes to understanding the nature of mental disorders. We can fit ever more complex statistical models to these data, but given the data-driven, non-confirmatory nature of current network models, and their possible statistical equivalence with latent variable models, this may not be the most productive way of deciding
between different generative theories of psychopathology. We emphasize that this is so regardless of whether or not one includes physiological and neuroscientific data into the network model, except in the rare cases where one has a very strong argument for the etiological primacy of factors measured at such a level. A biological correlate in principle remains just that: a correlate.

Experiments might, however, offer fruitful avenues for distinguishing between different frameworks. Suppose, for example, that a researcher is able to show in the lab that people, somehow manipulated to have depressed mood, subsequently suffer from more thoughts of death than people whose mood was not manipulated. That is, the researcher has experimentally revealed a connection between two symptoms of major depression. This finding would be consistent with a full network perspective (as advocated in the target article) and with a hybrid perspective in which both a (local) common cause and network dynamics play a role (Fried & Cramer 2017). However, importantly, such findings would be inconsistent with a common cause conceptualization of major depression (and a fortiori with the reductionist interpretation of that common cause). In a common cause model, symptoms are merely effects of a latent condition, and manipulation of effects does not change their causes. Just as we cannot manipulate the behavior of one thermometer to induce changes in another – only the common cause temperature can change readings on both thermometers – so it does not make sense that symptoms can cause one another if their covariance is truly due to an underlying abnormality – whether it be biological or psychological (Nephew, Febo, & Santos [Nephew et al.]) – that causes the overt symptomatology of psychopathology. Experimental data in which symptoms are locally manipulated thus should be able to shed light on which disorders are amenable to network theory and which are not. This may also illuminate whether current hierarchical factor models of the covariance between disorders (Kotov et al. 2017), which typically include putative common causes in the form of latent variables, reflect causal order or are merely descriptive, as Bornstein suggests.

However, current experimental work – of which the randomized controlled trial (RCT) is its most prominent example – can (and perhaps should) be modified in the coming years to better incorporate a non-reductionist, multifactorial perspective on mental disorders. We agree with Ioannidis that, for example, RCTs could (and perhaps should) be redesigned so that they better capture non-biological outcomes over a longer period of time. We add to these helpful suggestions the idea that RCTs may test the efficacy of an intervention that targets either a symptom (e.g., targeting the most central node insomnia with a sleep hygiene protocol) or a network connection (e.g., cognitive restructuring to weaken the connection between the symptoms depressed mood and suicidal thoughts); as a result of which one may be able to deduce whether network approaches, as a possible intervention strategy, are fruitful or not.

Including time series data on dynamics as dependent variables in the experimental design (Snippe et al. 2017; Wichers et al. 2016) and/or modeling experimental manipulations as treatment factors in a statistical network models (Bekhuis et al. 2018; Blanken et al. 2019) could be two important starting points of such analyses. Another possible starting point would be to develop dynamical network models that could be used to model treatment effects through surgical (or not-so-surgical, i.e., “fat hand”) interventions in the model structure, perhaps analogous to how this is done in modern approaches in causal inference (Pearl 2000). This would involve extensions of the current causal modeling apparatus (most importantly the inclusion of nonlinearity and feedback), but there seems to be no principled reason why suitably adapted interventionist models of causation (Woodward 2003) could not be employed in, say, a dynamical systems framework. The often-used Ising model (van Borkulo et al. 2014) is a simple toy example that would seem to support models for causal interventions (Marsman et al. 2017); for example, if the Ising model is true, then intervening on one of its nodes may be modeled using the conditioning operation, which induces a new Ising model (Epskamp et al. 2018, Eq. 30.6). However, many other approaches are conceivable, too. If we were able to simulate dynamical networks well enough to deliver reasonable predictions on what should happen under various interventions to the model, that would be a significant advance. Clearly, current models and theories cannot handle even such comparably easy questions, as Müller correctly suggests, and there is accordingly a huge space of opportunity for the development of network theories and analysis techniques that optimally model experimental interventions, in addition to the extensions of RCTs suggested by Ioannidis.

R7. A system of … what, actually?

Many commentators (Crafa & Nagel; Hens et al.; Jayawickreme et al.; Redish et al.) noted, correctly, that a systems perspective on mental disorders necessitates having a clear sense of what the elements of such a system are. In this respect, it is obvious that network researchers have not yet developed systematic approaches to assess this issue. In our target article we have focused on (DSM) symptoms as the key nodes of a psychopathological system (see also Borsboom 2017), but it should be an important part of future research endeavors to investigate the extent to which this is the most optimal characterization. This matters, as Redish et al. point out, because one’s conclusion based on network analysis (or any statistical analysis, for that matter) – for example, the most central node is X – heavily relies on the variables that feature as nodes in the network structure. When using DSM depression symptoms, the most central node could be depressed mood while, when using RDoC factors, the most central node might be perception and understanding of the self.

The notion of a “symptom” itself is also problematic. To many, it suggests the idea that a symptom is an indication of something else – a disease/disorder – which exists independently of the symptom. This may not be the right way to think about symptoms in the context of network models, however. In network theory, the phenomena that we call symptoms can also be guides to diagnosis, but they do not signify the presence of a distinct entity, as is often the case in medicine; rather, psychopathology symptoms should be seen as signalling the disturbance of the network as a whole, just like abnormal amounts of algae signal the alternative stable state of a turbid lake (Scheffer et al. 2001). One could wonder, however, whether symptoms (traditionally evaluated for their epistemic quality as indicators of an underlying abnormality) are the only and/or most crucial elements of a psychopathological system from a causal point of view – that is, whether they are the crucial drivers of network dynamics that result in a disordered state (Fried & Cramer 2017; Jones et al. 2017). Even without a network approach in mind, there is reason to be critical regarding the capacity of symptoms to capture the essential features of a disorder. For example, Hens et al. convincingly argue that ASD symptoms do not capture “what it actually means to have such a disorder.” In addition, as Hyland argues, the covariation of somatic symptoms in the case of functional disorders “cannot
be explained in terms of symptom-to-symptom causality.” So, what other variables may be relevant for psychopathology networks? Many candidate factors could (and should) be considered, primarily within the context of explicit theoretical models (i.e., formalized dynamical systems); Crafa & Nagel even advocate including social flexibility in psychopathology networks, as it may underpin the degree to which a person is susceptible to intentionality itself — that is, the degree to which “exposure to new social information will reinforce or undermine existing processes.” Jones et al. (2017) similarly provide a motivation for a number of cases where interplay between symptoms may not suffice to characterize disorders.

Potentially moving away from symptoms means relying less on existing data and collecting more new data with the specific purpose of capturing networks and their dynamics. This is something Jayawickreme et al. also explicitly advocate, but for another reason: Many of the items that feature in existing datasets were specifically developed with the intent of accurately measuring one and the same latent variable. This usually means that such items tap into similar aspects of the construct targeted. Take, for example, the items “I like a desk without clutter” and “I sort my socks by color.” Such items are, by necessity and design, highly correlated; and in a network analysis, this will show up as a relatively strong connection. Importantly, such a strong connection may not stem from an actual direct relation — for example, liking a desk without clutter causing someone to sort their socks by color — but, rather, from the fact that these two items really do measure the same thing, namely liking order (or not). This will prove an additional challenge in future research: telling network fact (actual relations) from fiction (spurious correlations). Clearly, if many variables that overlap too strongly in their semantics are included in a network structure, this may yield inadequate solutions (Costantini 2014).

Successful modeling of complex systems therefore requires a judicious choice of the key variables in the system. This has proven true for dynamical systems modeled in fields ranging from ecosystems to meteorology, and is undoubtedly true for psychopathology as well. As more theoretically informed network theories are developed, we hope it will become clear which variables are essential and how the dynamic interaction between them unfolds in time. Current symptomatology is likely to include some key variables already, but is unlikely to contain a definitive list; hence, we expect considerable progress to unfold in this respect in both substantive and methodological directions.

R8. Mereological matryoshkas? Integrating multiple levels of analysis

As we have stressed throughout our target paper, blocking explanatory reductionism by means of a network perspective is not analogous to blocking biology-oriented research altogether. That is, although searching for a biological common cause (e.g., etiological brain pathways as mentioned by Ioannidis) is not fruitiful if a mental disorder is the outcome of symptom-symptom network dynamics, searching for biological processes that are implicated in symptoms (e.g., sclerotic plaque as the process that gives rise to the symptom chest pains; Elbau et al.) and connections between them (e.g., homeostatic mechanisms that give rise to interindividual differences in connectivity between insomnia and fatigue) is by no means a pointless exercise. Symptoms in particular that either have what McNally refers to as “formal” features (e.g., auditory hallucinations), or that “appear to lack intentional content altogether” (e.g., exaggerated startle and emotional numbing), are suitable candidates for research programs that aim at biological elucidation. That is, there are interesting biological/psychological correlates to be found that may partially account for the non-intentional component of certain symptoms and connections between them. The main difference with existing research programs from a network perspective is that these correlates are not the holy grail, as in Tabb’s “triumphalist reductionism,” but instead would be modeled and analyzed as making up or informing the structure and dynamics of the complex system that drives psychopathology.

A challenge for the coming years is to develop sensible ways in which to integrate various levels of network analysis — for example, combining biological with more psychological variables (as suggested by Baran, Hyland, Oller, Pasqualotto, and Pessoa). Addressing this challenge properly will be anything but simple. The most straightforward solution — that is, just estimating a network structure for all of these biological and psychological variables simultaneously — is suboptimal for various reasons. For instance, it is well known that correlations between data coming from different sources will typically be low. As a result, using current state-of-the-art network estimation methods that use regularization in order to avoid false positives will result in very small or even absent conditional dependence relations — while, in fact, such a relation between a biological and psychological variable may be important. One way to deal with this problem is to find statistical solutions (e.g., by locally relaxing penalty parameters of the statistical regularization procedure), but most of these solutions naturally come at the expense of increasing the probability of finding spurious relations. A similar way of including biological variables in a symptom network is by treating the biological variables as moderator variables that determine the strengths of connections between symptoms.

It is certainly important to develop and try out such techniques, but it should be realized that the above strategies analyze distinct variables (e.g., psychological and biological ones) as if they are functionally distinct entities, which may not be appropriate. Another approach would be to assume that the “biological” and the “psychological” represent different network structures, as Hyland argues for example, particularly in the case of functional disorders such as fibromyalgia. Such a solution, while highly interesting, is not trivial. Two major questions are how these network structures relate to one another at a theoretical level, and which statistical model, if any, best captures this relation. Under the assumption that psychological variables are not simply higher-level realizations of lower-level biological processes, as we have argued in our target paper, relating “biological” to “psychological” network structures may operate in at least two ways. First, they may be related through a mereological structure, where the biological parts do not cause a particular psychological variable but rather form that variable, just as parts of a tangerine form a tangerine yet do not cause it. In this case, subsets of the biological variables could be modeled psychometrically as formalative indicators of psychological variables (Kievit et al. 2011). Second, psychological and biological networks may be related through a Russian doll structure, where biological network structures are “nested” in a psychological network without one causing the other, just as one smaller matryoshka does not cause a larger matryoshka. One should, in this case, find a sensible way of relating the state and architecture of elements in the psychological network structure to those of the biological network structures. This perhaps could be done by making the value of each psychological
variable a function of the state of the embedded biological network, while the state of the embedded biological network is a function of the relations in the symptom network; however, as far as we know, there is currently no modeling framework to encode this idea.

Interestingly, as soon as one moves from verbal descriptions of relations between “levels of analysis” to formalized models of these relations, it becomes unclear exactly how the formalization should be done (apart from the most simple models; see also Kievit et al. 2011). Perhaps it would be useful to construct a “simplest non-trivial case” in the form of a simulation model that explicitly codes relations between psychological and biological networks. Such a model could also be used to focus the debate. In any case, it is clear that the question of how to integrate biological and psychological levels of analysis is wide open in psychopathology research, and that there are considerable opportunities for progress in addressing this issue.

R9. Conclusion

We believe our target article, together with the commentaries, establishes three clear conclusions: (1) Mental disorders are not brain disorders in the everyday understanding of these terms; (2) Explanatory reductionism is both unlikely to be correct and insufficiently popular to engender considerable support among commentators when challenged; and (3) If network theory is broadly correct, reductionism is in an awfully structural sort of trouble. However, it also became clear that simply throwing a bunch of symptoms into a statistical analysis will not by itself answer the question of how psychopathology arises and what it is, especially in relation to the complex configuration of biological, psychological, and social levels of description that will enter into such networks. If a complex network perspective is more broadly adopted in the field, it will need to address the questions of what the constituent components of networks are, how they play out dynamically in time, and what the role of biology is in such a network. If current network models define the minimum level of complexity needed to properly characterize psychopathology, as we indeed believe they do, that blocks the road to reductionism; however, at the same time, the methodological and substantive challenges to a successful analysis of disorders are sufficiently intimidating to motivate scientific modesty of network theorists as well. Network approaches offer tantalizing possibilities for integrating different levels of analysis into a comprehensive system, but much more work is needed before such prospects can be realized.
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